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1.1
Introduction

In recent years, organic semiconductors have been of increasing interest in aca-
demic and industrial fields. Compared to their inorganic counterparts, they offer
various advantages such as ease of processing, mechanical flexibility, and potential
in low-cost fabrication of large areas [1]. Furthermore, modifications of the chemi-
cal structure allow tailoring material properties and thus enhancing the applicabil-
ity [2]. After the discovery of metallic conduction in polyacetylene in 1977 by
Heeger, MacDiarmid, and Shirakawa, the path was paved for new material classes
of electrical conductive polymers, possible due to chemical doping of conjugated
polymers. This resulted in an increase of electrical conductivity by several orders of
magnitude [3]. The main advantage of organic semiconductors is their processabil-
ity from solution, which opens different applications such as flat panel displays and
illumination, integrated circuits, and energy conversion [4–7]. Before widespread
commercial application, further scientific investigations are necessary to achieve
improved device performance and environmental stability.
The first organic solar cells were based on an active composite consisting of one

single material between two electrodes with different work functions. Light absorp-
tion forms Coulomb-bound electron–hole pairs, so-called excitons, which have to
be separated for charge generation [8]. In single-material active layers, this is possi-
ble by overcoming the exciton binding energy, either thermally or at the contacts
[9]. Since both processes have rather low (<1%) efficiencies for pristine organic
semiconductors, only few excitons are dissociated and recombination is very domi-
nant. Therefore, single-layer organic solar cells exhibit device efficiencies far below
1% [10]. The first organic bilayer solar cell was presented by Tang, where copper
phthalocyanine in combination with a perylene derivative is used as light absorp-
tion composite. In bilayer devices, excitons could diffuse within the donor phase
toward an interface with a strongly electronegative acceptor material, which pro-
vides enough energy for exciton separation [11]. The electron gets transferred to
the acceptor (i.e., lower in energy) and the hole remains on the donor. Currently,
the most commonly used concept for the active layer in organic photovoltaic
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devices is the bulk heterojunction (BHJ), which consists of an interpenetrating net-
work of a hole conductor and an electron acceptor, taking care of the low exciton
diffusion length [12]. The main advantage of the BHJ concept is the increased inter-
facial surface leading to very efficient exciton dissociation within the whole active
layer of the solar cell. The most commonly employed materials are conjugated poly-
mers as donors and fullerene derivatives as acceptors [13–16]. By spontaneous
phase separation, a specific nanostructure is formed that is decisive for the
charge transport, since charge separation takes place at the interface. In the field of
organic photovoltaics, several groups have realized devices with efficiencies
over 6% [17–20]. Significant improvements have raised certified efficiencies up
to 8.3% and novel concepts are under investigation to reach efficiencies beyond
10% (Konarka, http://www.konarka.com; Heliatek, http://www.heliatek.com.) [21].
For an efficient bulk heterojunction solar cell, good control of morphology is a

key aspect, which is mainly influenced by the components’ solubility during proc-
essing, the components’ miscibility, and the formation of the resulting film. Solu-
bility describes to what extent a substance dissolves in a particular solvent. This is
the key phenomenon with regard to the design of inks and solvent systems with
mutual multicomponent solubility regimes. The miscibility of several components
in the film is mainly influenced by thermodynamic parameters. Film formation is
additionally influenced by the surface energy differences of the substrate to the
printing medium as well as by kinetic aspects.
Upscaling from lab to mass production facilities is one of the major necessities

for cost optimization. In the case of organic solar cells, this is possible by large-area
roll-to-roll processing, allowing throughputs of 10 000m2 h�1. This is orders of
magnitude higher compared to silicon processing capabilities [22]. Currently, the
most employed deposition method for organic solar cells is spin coating, since
inherent advantages such as high film uniformity and ease of production are suit-
able for research activities. However, spin coating is very unfavorable for produc-
tion due to its limitation in size. Doctor blading as an alternative coating technique
is more suitable for larger area substrates and is easily transferred to roll-to-roll
processing. For all of these techniques, it is necessary to know of the ink’s solubility
to adjust the formulation. Accordingly, the material parameters for ink definition
are viscosity, evaporation rate of the solvent systems, and the spreading behavior.
These phenomena together define the quality and the functionality of an organic
semiconductor layer. Due to the high technical relevance for organic photovoltaics
and, more generally, for organic electronics, the impacts of these phenomena on
the performance and functionality of bulk heterojunction composite formation are
the major topics in this chapter.

1.2
General Aspects

In general, chlorinated solvents are commonly used for processing in laboratories,
which have restricted application in industrial operation due to safety risks and
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processing costs. Environment-friendly inks are therefore one decisive criterion
for mass production that should provide full functionality. Since solubility is one of
the determining factors for processing of the active layer in organic solar cells,
several approaches are under investigation to predict solubility of the materials
in question.

1.2.1
Solubility

Different approaches can be utilized to determine the solubility of a material. While
simulation of solubility is a helpful tool to predict material behavior, experimental
verification is of utmost importance. In order to reduce the expensive and time-
consuming experimental efforts as well as frequent toxicity issues, simulations are
a welcome tool to accompany experiments. One possibility to predict the material
solubility is the use of solubility parameters, which was first proposed by Hilde-
brand and Scott and diversified by Hansen [23, 24]. In this approach, the energy of
mixing is related to the vaporization energies of pure components. For liquids as
well as for polymers, the solubility parameter d was defined as the square root of
the cohesive energy density (CED) with DEv as energy of vaporization and Vm as
average molar volume. Here the energy of mixing is related to the energies of
vaporization of the pure components according to Eqs. (1.1)–(1.3). The contribu-
tions to DEv in Eq. (1.2) are the difference in enthalpy of evaporation DH, the abso-
lute temperature T, and the global ideal gas constant R.

d ¼ CED1=2 ¼ ðDEv=VmÞ1=2; ð1:1Þ

DEv ¼ DH � RT : ð1:2Þ
Blanks, Prausnitz, and Weimer assigned the separation of vaporization energy into
a nonpolar, dispersive part and a polar part [25, 26]. The polar part was further
divided into dipole–dipole contribution and hydrogen bonding contribution by
Hansen with dD as solubility parameter due to dispersion forces, dP as solubility
parameter due to polar dipole forces, and dH as solubility parameter due to hydro-
gen bonding interactions according to Eq. (1.3) [27–29].

d2 ¼ d2D þ d2P þ d2H: ð1:3Þ
Hansen solubility properties are usually plotted in a three-dimensional coordi-
nate system with the Hansen parameters as x, y, z axes. The coordinates of a
solute can be determined by analyzing the solubility of a solute in a series of
solvents with known Hansen parameters. By fitting a spheroid into the solubil-
ity space, the solubility volume of this solute can be identified. The solubility
space of a solute is defined by the origin of a spheroid, resulting from the three
coordinates, and the three radii in each dimension, with solvents inside the
spheroid and nonsolvents outside. The radius of the sphere, R0, indicates
the maximum difference for solubility. Generally, good solvents are within the
sphere, and bad ones are outside of it. Furthermore, the solubility “distance”
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parameter, Ra, between one solvent and one solute reflecting their respective
partial solubility parameters can be defined with Eq. (1.4), with dD2 as disper-
sive component for the solvent, dD1 as dispersive component of the solute, and
a, b, and c as weighting factors. Setting of a¼ 4 and b¼ c¼ 1 was suggested by
Hansen based on empirical testing. To convert the Hansen spheroid into an
ellipsoid, different ratios of weighting factors are used. When the scale for the
dispersion parameter is doubled, the spheroidal shaped volume is converted
into a spherical body [24].

R2
a ¼ aðdD2 � dD1Þ2 þ bðdP2 � dP1Þ2 þ cðdH2 � dH1Þ2: ð1:4Þ

Further studies by Small revealed that solubility parameters of polymers could
also be calculated by using group contribution methods, which was intensified
by Hoy, van Krevelen, and Coleman et al. [30–33]. The properties of molecules
are investigated by separating them into smaller subgroups. The basic assump-
tion is that the free energy of a molecule transfer between two phases is the
sum of its individual contributions of groups, and that these group contribu-
tions are independent of the rest of the molecule. There is an obvious trade-off
in group contributions. It is possible to define several groups in different ways.
The more the subgroups used, the more accurate the group contributions
become, but the less likely that there is sufficient statistical data to make predic-
tions. More examples have been employed elsewhere [34–36]. For predicting
solubility parameters using the group contribution method, frequently the fol-
lowing approach is used with Fi as molar attraction constant of a specific group
i and Vm as molar volume:

d ¼
P

Fi

Vm

����
����: ð1:5Þ

Another method to predict solubility of solutes in different solvents is based on
the prediction of the activity coefficient using density functional theory [37]. Mol-
ecules exhibit a rigid structure, but can possess different conformations, whose
physical and chemical properties depend on their ultimate three-dimensional
confirmation. Jork et al. showed that different conformations have different influ-
ence on the predictions of the activity coefficient [38]. Klamt et al. introduced a
conductor-like screening model for real solvents (COSMO-RS), which allows a
priori calculation of chemical potentials of one component within an arbitrary
environment [39–42]. Here, modeling is realized by statistical thermodynamics
where interacting molecules are substituted by corresponding pairwise interact-
ing surface segments with densely packed contact areas. Since every segment has
a constant charge density s, the characterization of a molecule is possible by
knowing the distribution function of the charge density P(s), the s-profile. With
that the properties of the molecules are solely dependent on the number of seg-
ments. The s-profile of a pure component results directly from the density func-
tional theory calculation. Further methods are based on molecular dynamics or
Monte Carlo simulations but discussions are beyond the topic of this chapter.
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1.2.2
Miscibility–Thermodynamic Relationships

A decisive criterion of organic semiconductor applications is their ability of mixing.
In general, blends of two or more components can be categorized according to the
miscibility of their phases in one-phase or multiphase systems. Miscibility is usu-
ally defined by thermodynamic parameters. Here the Gibbs free mixing enthalpy
DGm is decisive for compatibility of two phases. Figure 1.1 shows the Gibbs free
energy as a function of compositions. If DGm is positive, the components are not
miscible (A). If DGm is negative and the second derivative is positive, both compo-
nents are totally miscible (B). Independent of composition, a homogeneous blend
is formed. If DGm is negative and the second derivative is negative as well, the
components are partially miscible (C). Phases with different composition are
formed, which consist of both components [43, 44].

DGm ¼ DHm � TDSm: ð1:6Þ
DGm can be determined according by changes in enthalpy (DHm) and entropy of
mixing the components (DSm). Compared to low molecular mass components, the
entropy increase is low for mixing polymers. Mixing of two polymers results in a
smaller increase of DSm as compared to a binary blend of two low molecular weight
components. Therefore, according to Eq. (1.6), the enthalpy change is the decisive
parameter for thermodynamic miscibility [43]. The relatively smaller increase of
entropy for polymers versus small molecules can be explained with Figure 1.2. The
two-dimensional grids in Figure 1.2 represent places for molecules or for polymer
segments. The number of possible configurations W is significantly higher for the

Figure 1.1 Gibbs free energy of mixing as a function of composition. (According to Refs.
[43, 44].)
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arrangement with the small molecules. With S� kT ln(W), the lower entropy
increase for polymer blends becomes obvious.
Since Gibbs free energy DGm cannot be determined directly, thermodynamic

models are used for the estimation. An often used model for polymer–polymer sys-
tems is the Flory–Huggins theory [45]. The Flory–Huggins definition of the Gibbs
free energy and its implication on polymer blends are discussed in Eq. (1.7). It
describes the free energy of binary systems, with the first two parts of the equation
representing the entropic part and the third part describing the enthalpic
phenomena. Here, wi is the volume fraction of component i, Vi is the molar
volume of component i, B12 is the interaction parameter, and R is the ideal gas
constant. In the case of polymer blends, the free energy is dominated by the
enthalpic changes, which need to be negative for miscible systems. DHm is directly
proportional to the number of interactions between the two components, and
becomes negative for strong interactions such as ion, acid–base, hydrogen bonds,
or dipole–dipole interactions.

DGm ¼ w1
V1

ln w1 þ
w2

V2
ln w2 þ w1w2B12

� �
RTV : ð1:7Þ

1.3
Solubility, Solvents, and Solution Formulations

1.3.1
Solubility

In this chapter, the solubility of organic semiconductors, their influence on OPV
devices, and their correlation with Hansen solubility parameters (HSPs) are dis-
cussed. Before that, experimental methods to determine the absolute solubility of
organic semiconductors are reviewed. High-performance liquid chromatography

Figure 1.2 Schematic depiction of blends with components of smaller molar mass (a) and higher
molar mass (a). (According to Refs [43, 44].)
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(HPLC) is a separation method to identify and quantify exact concentrations of
nonvolatile components. Saturated filtered solutions are analyzed and compared
with standard solutions with known concentrations [48]. Spectrophotometrical
measurements are also a commonly used method to determine the absolute solu-
bility. First, saturated solutions are filtered or centrifuged to obtain true solutions.
Next, these solutions are further diluted and characterized by optical absorption
measurements. By comparing the optical density (OD) of the investigated solutions
with the OD of calibrated master solutions, the solubility of the component in the
investigated media can be determined. Examples for determination of organic
semiconductor solubility measurements with this method have been reported by
Walker et al. and Machui et al. [46, 47].
Ruoff et al. analyzed the solubility of pure C60 in different solvents [48]. HPLC

was used to measure the solubility at room temperature in 47 solvents. Categoriz-
ing the solvents according to their chemical structure helped to identify good sol-
vents such as naphthalenes and halogenated aromatics. In the first study on
conjugated polymer:fullerene bulk heterojunction solar cells, the limited solubility
of pure C60 in organic solvents and their tendency to crystallize during film forma-
tion was recognized by members of the Heeger group [12, 49]. Homogeneous sta-
ble blends with more than 80wt% fullerene content became processable by the use
of soluble C60 derivatives such as [6,6]-phenyl-C61-butyric acid methyl ester
(PC61BM). A rough estimation of the solubility of PC61BM in toluene and chloro-
benzene (CB) was achieved via saturated solutions by Hoppe and Sariciftci and
reported with 1wt% in toluene and 4.2 wt% in CB [64]. Kronholm and Hummelen
later on published solubility values for PC61BM and [6,6]-phenyl-C71-butyric acid
methyl ester (PC71BM) in different aromatic solvents, that is, toluene, p-xylene, o-
xylene, CB, chloroform, and 1,2-dichlorobenzene (o-DCB) [50]. Solubility was deter-
mined by HPLC analysis of the liquid phase at room temperature. For both
PC61BM and PC71BM, highest solubility was found in o-DCB (30mgml�1 for
PC61BM), followed by CB and chloroform (each 25mgml�1) and o-xylene, toluene,
and p-xylene (<20mgml�1). PC71BM was in all cases better soluble than PC61BM.
Troshin et al. analyzed the solubility of different fullerene derivatives and compared
them to the resulting device performance, which is shown in Figure 1.3 [51]. Espe-
cially remarkable is a steep increase of short-circuit current density (JSC), fill factor
(FF), and power conversion efficiency (PCE, g) for increasing fullerene solubility in
CB from 0 to about 40mgml�1. Higher solubility values of about 60mgml�1 again
resulted in a decrease of device performance. For open-circuit voltage (VOC), an
increase until a solubility of 30mgml�1 was recognizable. Higher solubility values
did not change VOC.
Hansen and Smith introduced Hansen solubility parameters for organic semi-

conductors and analyzed pristine C60 in organic solvents [52]. It was concluded that
C60 would be soluble in polymers with aromatic rings or atoms that are signifi-
cantly larger than carbon, such as sulfur or chlorine. The temperature-dependent
solubility and the mutual solubility regimes for poly(3-hexylthiophene-2,5-diyl)
(P3HT), PC61BM, and small bandgap polymer-bridged bithiophene poly[2,6-(4,4-
bis-(2-ethylhexyl)-4H-cyclopenta[2,1-b;3,4-b 0]-dithiophene)-alt-4,7-(2,1,3-
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benzothiadiazole)] (PCPDTBT) have been analyzed [47]. For the dominantly amor-
phous polymer PCPDTBT and the fullerene, results showed a good consistency
over a broad temperature regime. Due to the semicrystalline character of P3HT,
an exact determination of the solubility parameters was found difficult in a temper-
ature regime of 25–140 �C. With increasing temperature, the solubility radius of
P3HT increases significantly as well, which was explained by breaking of aggre-
gates at elevated temperatures. Mutual solubility regimes for all three components
have been identified as shown in Figure 1.4. For P3HT, the HSP parameters at
60 �C were reported as dD¼ 18.7MPa1/2, dP¼ 1.4MPa1/2, dH¼ 4.5MPa1/2, and
solubility radius R0¼ 4.3MPa1/2. The dD, dP, dH, and R0 values were determined
to be 17.3, 3.6, 8.7, and 8.2MPa1/2 for PCPDTBT and 18.7, 4.0, 6.1, and 7.0MPa1/2

for PC61BM, respectively, at 60 �C.
Park et al. used Hansen solubility parameters and showed that non-halogenated

solvent blends with the same Hansen parameters as o-DCB can be used to reach
comparable device performance [53]. They mixed mesitylene (MS) with acetophe-
none (AP) in different ratios to match o-DCB Hansen parameters. Different mix-
tures of AP and MS were used with different ratios resulting in PCEs ranging from
1.5% (pure MS) to 3.38% (20 vol.% acetophenone) for P3HT:PC61BM cells with
best external quantum efficiency (EQE) match with o-DCB. This has so far been

Figure 1.3 (a–d) Relationship between solar cell output parameters (ISC, VOC, FF, and g,
respectively) and solubility of the fullerene derivative used as electron-acceptor material in the
active layer. The lines are included as a guide for the eye. (From Ref. [51].)
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the first combination for solvent blends and Hansen solubility parameters for
organic semiconductors. Walker et al. analyzed a conjugated polymer 3,6-bis(5-
(benzofuran-2-yl)thiophen-2-yl)-2,5-bis(2-ethylhexyl)pyrrolo[3,4-c]pyrrole-1,4-dione
(DPP(TBFu)2) and PC71BM [46]. The solvents were classified into good, intermedi-
ate, and poor solvents. For PC71BM, mostly higher solubility values were found in
comparison to PC61BM. The average dD, dP, and dH parameters were 19.33� 0.05,
4.78� 0.50, and 6.26� 0.48MPa1/2, respectively, for DPP(TBFu)2 and 20.16� 0.28,
5.37� 0.80, and 4.49� 0.57MPa1/2, respectively, for PC71BM. Atomic force micros-
copy (AFM) images of films prepared with chloroform, thiophene, trichloro-
ethylene, and carbon disulfide were compared before and after annealing at 110 �C
for 10min. As-cast devices with the different solvents showed poor efficiencies.
This is in agreement with the AFM images showing little phase separation. Anneal-
ing improves the PCE with efficiencies of up to 4.2% for carbon disulfide and 4.3%
for chloroform. It was concluded that good solvents for both components result in
optimal phase separation after annealing and HSPs could be used as a general tool
for designing and understanding of solution-processed devices.

1.3.2
Solvents

As the active layer of organic solar cells is typically processed from solution, mor-
phology is mainly determined by interactions between the used semiconductor

Figure 1.4 HSP diagram for solutes at 60 �C with 34 solvents, 2.5 g l�1 for P3HT, PCPDTBT, and
PC61BM. (From Ref. [47].)
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solutes and the solvent during film formation. In this chapter, the influence of the
used solvent on the resulting morphology and thus device performance is dis-
cussed. Different approaches to manipulate the morphology by solution processing
methods are introduced.

1.3.2.1 Impact of Different Solvents on the Solid-State Morphology
Generally, good device efficiencies require the use of solvents that contain halogens
(e.g., chloroform (CF), CB, o-DCB, and 1,2,4-trichlorobenzene (TCB)), whose toxic-
ity poses potential problems for manufacturing [54–60]. Dang et al. compared dif-
ferent publications of P3HT:PC61BM analyzing material parameters and resulting
device efficiencies including a comparison of different solvents and device per-
formance [61]. For the most popular solvents such as CB and o-DCB, most PCEs
were in the range of 2.5–4%. However, reports for other solvents for device process-
ing such as CF, toluene, xylene, and tetrahydronaphthalene with also high efficien-
cies were found.
The choice of solvent has a great influence on the resulting morphology and

thus on the device performance. This phenomenon was observed in case of poly
[2-methoxy-5-(3,7-dimethyloctyloxy)]-1,4-phenylenevinylene (MDMO-PPV) blended
with PC61BM by Shaheen et al., who compared toluene and CB as processing
solvents [62]. They found a threefold better device performance for CB-processed
cells, mainly attributed to higher short-circuit current density and better fill factor
due to the better solubility of both components in CB (Figure 1.5). AFM images
showed a smaller scale of phase separation, that is, smaller PC61BM-rich domains
in MDMO-PPV-rich matrix suppressing phase segregation of PC61BM molecules
into clusters, and smoother surface roughness that improved the interface con-
tacts to the cathode.

Figure 1.5 (a) AFM images showing the
surface morphology of MDMO-PPV:PC61BM
blend films when spin coated from a toluene
solution (left) and from a CB solution (right).
The images show the first derivative of the
actual surface heights. The cross sections of the

true surface heights for the films were taken
horizontally from the points indicated by the
arrow. (b) Characteristics for devices with an
active layer that is spin coated from a toluene
solution (dashed line) and from a CB solution
(full line). (From Ref. [62].)
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Hoppe et al. further investigated the influence of various solvents on the mor-
phology [63, 64]. For toluene as processing solvent, photoluminescence (PL) mea-
surements indicated pure PC61BM clusters with larger extent than exciton
diffusion range. PL measurements also showed increased material phase separa-
tion after annealing and a photocurrent loss due to PC61BM clusters. Phase separa-
tion for toluene was dependent on blend ratio and solute concentration. The
comparison of PC61BM in toluene and CB showed larger PC61BM clusters in case
of using the poorer solvent toluene as shown in Figure 1.6 [63].
For MDMO-PPV:PC61BM, Rispens et al. analyzed the influence of solvents on

crystal structure of PC61BM as shown in Figure 1.7 [65]. A comparison of o-DCB,
CB, and xylene as spin casting solvent showed that CB was the best choice as
processing solvent. Single PC61BM crystals were obtained from CB resulting in

Figure 1.6 Tapping mode AFM topography
scans of MDMO-PPV:PC61BM 1 : 4 (by weight)
blended films, spin cast from CB (a) and
toluene (b) solution. The toluene-cast film
exhibits height variations that are one order of

magnitude larger than those on CB-cast films.
Features of a few hundred nanometers in width
are visible in (a), while features in (b) are
around 50 nm. (Reproduced from Ref. [63].)

Figure 1.7 Molecular structure of PC61BM, crystallized from (a) o-DCB and (b) CB (red¼ oxygen;
green¼ chlorine). (From Ref. [65].)
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significantly higher charge mobility than from other solvents resulting in amor-
phous confirmations.
The influence of different solvents on morphology was also investigated by

Ruderer et al. for P3HT and PC61BM [66]. Spin-coated films with processing sol-
vents such as CF, toluene, CB, and xylene were investigated by optical microscopy,
grazing incidence wide-angle X-ray scattering (GIWAXS), AFM, X-ray reflectivity
(XRR), and grazing incidence small-angle X-ray scattering (GISAXS) investigations.
Using this wide range of investigation tools led to good understanding of how proc-
essing solvents can manipulate the lateral and vertical phase separation. Major
influence on device performance resulted from vertical phase separation. PC61BM
clusters were formed for low-solubility solvents. P3HT crystallinity was mainly
influenced by annealing, and increased with higher boiling point of the solvent
attributed to longer drying time during spin coating. The lattice constants were
independent for the used solvents. Figure 1.8 shows the schematic vertical mor-
phology resulting from different solvents for P3HT (white areas) and PC61BM
(black areas), neglecting phases containing both components. These structures
were reconstructed representing the findings with aforementioned methods, sug-
gesting vertical nanostructures for CF-, toluene-, CB-, and xylene-processed films.
For toluene-, CB-, and xylene-processed films, lateral nanostructures were found.
P3HT accumulation at the bottom was found for toluene- and CB-processed films,
while PC61BM accumulation at the bottom was found for chloroform and xylene.
P3HT enrichment at the bottom and PC61BM accumulation at the top are consid-
ered as advantageous for the “normal” device architecture. Nevertheless, there was
no great difference in device performance for all four solvents. It was concluded
that lateral and vertical structures are not the only determining factors as long as
the phase separation and the material distribution are in the range of the exciton
diffusion length (here from 35 to 65 nm) and percolation paths are recognizable.
Yu compared the influence of different solvents on device performance [67]. As

processing solvents, CF, CB, o-DCB, and TCB were used. According to absorption
and PL measurements, charge transport dark current density–voltage (j–V) curve,
XRD pattern, and AFM images, a higher P3HTcrystallinity for higher boiling point
solvents was concluded, since polymer chains have longer time for self-organiza-
tion. This resulted in increased absorption and charge carrier mobility leading to

Figure 1.8 Black and white schematic
morphology of annealed P3HT:PC61BM films
made using CF, toluene, CB, and xylene
solutions, as reconstructed from the results of
AFM, XRR, and GISAXS investigations. Black

areas correspond to pure PC61BM phases and
white to pure P3HT phases. Characteristic
lengths are indicated. (Reprinted from Ref.
[66].)
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higher device performance for high boiling point solvent-processed devices. Kwong
et al. processed P3HT:TiO2 nanocomposite solar cells using different solvents for
spin coating the active layer [68]. A comparison of tetrahydrofuran (THF), CB, CF,
and xylene showed that device performance can be strongly influenced by the used
solvent. Best cells in this case were achieved with xylene. It was concluded that a
good solvent for P3HT with a low evaporation rate may improve the mixing of the
components resulting in better exciton dissociation and short-circuit current den-
sity. AFM studies showed that the roughest surface was obtained for films spin
coated from xylene. Park et al. compared the influence of different solvents on solar
cells made of the copolymer poly[N-900-heptadecanyl-2,7-carbazole-alt-5,5-(40,70-di-2-
thienyl-20,10,30-benzothiadiazole)] (PCDTBT) in bulk heterojunction composites
with the fullerene derivative PC71BM [69]. Transmission electron microscopy
(TEM) and AFM comparison for CF-, CB-, and o-DCB-processed films showed a
decreased phase separation with decreasing volatility of solvents and a higher inci-
dent photon to electron conversion efficiency (IPCE).
Jaczewska et al. presented a polymer–solvent diagram including film structures

for polystyrene (PS):polythiophene blends (1 : 1, w/w) for different processing sol-
vents [70]. Structures were observed with different microscopic techniques, and
solubility parameters were used for establishing a polymer–solubility versus sol-
vent–solubility relation. A relation between film morphology and stability of the
layers showed a dependence on the surface energy. Dewetting effects could be
inhibited by decreasing polythiophene content. Furthermore, a ternary phase dia-
gram was developed for the system polymer, fullerene, and solvent [64]. At constant
temperature and pressure, a schematic diagram is shown in Figure 1.9. A decreas-
ing amount of solvent leads to higher repulsive interactions between polymer and

Figure 1.9 Schematic ternary phase diagram
of a polymer–fullerene–solvent system at
constant temperature T and constant pressure
p. The arrows indicate the direction of
increasing concentration; CS,i, CP,i, and CF,i are
the initial concentrations of solvent, polymer,

and fullerene in the solution, respectively.
During film formation, a more or less rapid
quenching of the solution toward a solid-state
blend takes place upon extraction of the
solvent. (Adapted from Ref. [64].)
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fullerene molecules. Removing the solvent quickly enough can freeze the blend
morphology of the polymer and the fullerene, because phase separation is a tem-
perature-dependent process in time and the system is quenched in a metastable
state. Thermal annealing does reactivate the molecule mobility and allows a
reorientation and eventual recrystallization of the polymer chains within the com-
posite. In case of very slow drying (i.e., for high boiling point solvents), molecules
have more time to orient resulting in higher phase separation and larger domains.

1.3.2.2 Non-Halogenic Solvents
Xylene is an often used non-halogenic solvent that frequently offers comparable
device performance as with halogenated solvents [61]. p-Xylene was used by
Berson et al. to form P3HT nanofibers [71]. P3HT was previously dissolved in p-
xylene at elevated temperatures. Nanofibers are formed after cooling to room
temperature without precipitations for concentrations in a range of 0.5–3wt%
as shown in Figure 1.10. The time-dependent formation of nanofibers is moni-
tored for a solution of P3HT in p-xylene. With more concentrated p-xylene solu-
tions, a homogeneous thick film is obtained, which is crucial for the fabrication
of photovoltaic active layers. The dimensions of the nanostructures have been
determined from the AFM images; the nanofibers had lengths ranging from
0.5 to 5 mm, thicknesses ranging from 5 to 15 nm, and widths ranging from 30
to 50 nm. Moreover, cyclohexanone was also used for fiber formation. A net-
work of fibers was obtained by using a dilute solution in cyclohexanone. Overall,
this method resulted in device efficiencies of 3.4% for P3HT:PC61BM blends
with no further need of annealing.

Figure 1.10 (a) Absorption spectra of a 1wt%
solution of P3HT in p-xylene heated at 80 �C to
ensure complete dissolution of the polymeric
material and then allowed to evolve after
cooling to room temperature for (A) 2, (B) 4,
(C) 6, (D) 21, (E) 28, and (F) 48 h. The solutions

are cooled at a rate of 20 �Ch�1. (b) AFM phase
images of a pristine nanostructured P3HT:
PC61BM film deposited on glass from a p-xylene
solution containing 1wt% P3HT and 1wt%
PC61BM. (From Ref. [71].)
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Due to the toxicity and processing problems of halogenic solvents, replacements
with non-halogenic solvents gained interest as a concept to lower safety risks and
processing costs while keeping the device performance high. Tetralene (1,2,3,4-
tetrahydronaphthalene) was first suggested by Hoth et al. [72]. Tetralene is a high-
boiling solvent showing a lower surface tension compared to o-DCB. The tetralene
formulation provided reliable inkjet printing, but suffered from poor morphology
and significantly rougher surfaces demonstrated in AFM images. This is specific to
the inkjet-printed trials since doctor-bladed cells fabricated using tetralene pro-
duced cells with PCE of 3.3% for P3HT:PC61BM [73]. Furthermore, toluene was
used as a processing solvent. As mentioned previously, device performance is lim-
ited due to the lower solubility compared to halogenated solvents resulting in the
formation of PC61BM clusters, which restrain the charge separation [62–64].

1.3.2.3 Solvent Blends
Solvent blends can be used for device fabrication since they offer the possibility to
adjust the morphology via the different solubility of the solutes in the various sys-
tems. For devices containing P3HT and PC61BM, different groups investigated the
influence of solvent mixtures. Kawano et al. reported that cells processed with a
solvent mixture of o-DCB/CF in 60/40 (v/v) ratio had a better performance than
the cells prepared from CB [74]. After annealing at 150 �C for 5min, the cosolvent
system achieved an efficiency of 3.73% compared to 3.34% for CB cells. Short-cir-
cuit current density and fill factor increased for the cosolvent system due to larger
interfacial area between P3HT and PC61BM. It was found that the cell efficiency
improved by adding moderate amount of CF. The highest cell efficiency was
obtained, when 40 vol% CF was added into o-DCB. Higher amounts of CF led to a
drop in PCE. Furthermore, surface morphology was investigated, which showed
that surface roughness was higher for the cosolvent system indicating a higher
P3HT chain ordering. Lange et al. investigated the influence of adding TCB to CB
as processing solvent [75]. Changes in the absorption spectra compared to the pure
solvents where the P3HT absorption maximum occurred between the maxima of
the two pure solvents. Therefore, it was concluded that adding TCB with a higher
boiling point provides P3HT chains more time to form higher crystalline parts.
Chen et al. mixed o-DCB with 1-chloronaphthalene, also providing a higher boiling
point compared to o-DCB [76]. Absorption spectra showed again a redshift upon
addition of the high boiling point solvent 1-chloronaphthalene indicating higher
order due to longer time for self-organization. The cell efficiency peaked for 5 vol%
1-chloronaphthalene at 4.3%. o-DCB and mesitylene formulations (ratio 68 : 32)
were used by Hoth et al. for inkjet-printed solar cells achieving PCE of 3% [72]. The
solvent blend ratio was chosen to optimize droplet formation properties according
to drop volume, velocity, and angularity of the inkjet print head. The combination
of o-DCB and mesitylene served two purposes: o-DCB with the higher boiling point
of 180 �C was used to prevent nozzle clogging and provided a reliable jetting of the
print head, and mesitylene had a lower surface tension and was used to achieve
optimum wetting and spreading of the solution on the substrate. Furthermore, it
offered a higher vapor pressure and a lower boiling point compared to o-DCB and
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increased the drying rate of the solvent mixture, which is a critical parameter for
phase separation. High-boiling solvents such as o-DCB or tetralene are an essential
concept to develop inks for inkjet printing.
Influence of solvent blends was also investigated for blends of a polyfluorene

copolymer poly(2,7-(9,9-dioctylfluorene)-alt-5,5-(40,70-di-2-thienyl-20,10,30-benzothia-
diazole)) (APFO-3) with PC61BM for CF, as well as solvent mixtures containing
1.2% CB, xylene, and toluene offering lower vapor pressure as compared to CF
[77]. An increase in photocurrent for CF/CB blends was correlated with a finer
phase separation, and a decrease in photocurrent for CF/toluene and CF/xylene
was attributed to rougher surface morphologies. Furthermore, time-resolved spec-
troscopy supported morphological results. Wang et al. used blends of o-DCB and
toluene for poly[2,3-bis-(3-octyloxyphenyl)quinoxaline-5,8-diyl-alt-thiophene-2,5-
diyl] (TQ1) mixed with PC71BM resulting in PCEs of 4.5% [78]. Results suggest
that only 5–20 vol.% o-DCB in the solvent blend system significantly increased JSC,
FF, and PCE. The differences to pure o-DCB were quite small. AFM topography
images of the spin-coated films showed big grains in the range of 1 mm for films
from pure toluene. Grain size decreased to 100 nm by adding 5 vol.% o-DCB, which
corresponded well to the improved device performance. Smallest grain size
resulted from pure o-DCB with the best efficiencies. The effect of mixed solvent
was also studied for PCDTBT and PC71BM by Alem et al. [79]. CF and o-DCB were
used as good solvents for these two materials. CF-processed films exhibited larger
domains, showing increasing size with higher PC71BM content. The 1 : 1 mixing of
CF and o-DCB was used for realizing optimum domain size resulting in power
conversion efficiencies of up to 6.1%. Solvent blends containing CB and o-DCB
were used for devices made from PCDTBT:PC71BM [69]. Increasing the amount of
o-DCB in the CB/o-DCB mixture increased the contribution from PC71BM to the
IPCE, showing pronounced peaks around 400 and 450 nm. o-DCB films showed
significantly smaller phase separation. Overall, the increased IPCE could be corre-
lated with the nanoscale phase separation.

1.3.2.4 Addition of Poor Solvents
Additionof nonsolvents to solvents can result in aggregate formation,which enhances
thefield-effectmobility of conjugated semiconductors. Park et al. added acetonitrile to
chloroformand changed theP3HTorganization from randomcoil conformation to an
orderedaggregatestructure [80].Besidesacetonitrile,differentsolventssuchashexane,
acetone, ethanol, anddimethylformamidewere added to chloroform-basedP3HTinks
as conformationmodifiers.P3HTaggregationoccurredat a certain solvent ratio andan
additional redshifted absorption band appeared. Pristine P3HT–chloroform solution
contained one peak at 455 nm, which was associated with intrachain p–p� transition.
For good solvents such as chloroform, P3HTchains were well dissolved, so no sign of
molecular ordering occurred. Redshift of the absorption maximum and additional
absorption bands was usually associated with ordered aggregates and interchainp–p

stacking of P3HT. Bothwere related to an increased effective conjugation length of the
chain segments in the P3HTsolution, thereby decreasing energies.Moul�e andMeer-
holz used nitrobenzene (NtB) as nonsolvent for P3HT:PC61BM inCB-based inks [81].
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ThevolumefractionofP3HTaggregatesinaP3HT:PC61BMsolutioncouldbeincreased
from60upto100%withincreasingNtBcontent(Figure1.11).Photovoltaicdevicesfrom
P3HT:PC61BMmixtureswithNtBadditionresultedindeviceefficienciesof4%without
further thermal annealing. These experiments proved that a good part of the thin-film
morphologycanalreadybeintroducedonthesolutionlevel.
A further example was presented by Park et al. using blends of acetophenone and

mesitylene [53]. The boiling point difference of MS (165 �C) and AP (202 �C)
resulted in an increase of concentration of AP during solvent evaporation. The
external quantum efficiency nearly doubled from a maximum of 35% at 500 nm
for pure MS to 69% for the solvent blend as can be seen in Figure 1.12. One of the
difficulties was obtaining the same drying conditions as o-DCB, which limited the
ability to fully match the film thickness for different solvent blends. The better
device performance of the solvent blended systems was assumed to result from
lower series resistance and a superior morphology improving phase separation of
P3HT and PC61BM that was analyzed by AFM measurements. The higher boiling
point and lower evaporation rate of AP could facilitate reorganization or increase
crystallinity.
Oleic acid (OA) was also reported to improve microstructure and device perform-

ance of P3HT:PC61BM devices [82]. After thermal annealing, the P3HT:PC61BM
blend film with OA showed bigger domain sizes and roughness compared to films
without OA. This is a result of enlarged P3HT domains with higher crystallinity
analyzed by AFM and XRD measurements. The addition of OA improves the heter-
omolecular mixture in the solution and induces molecular local ordering in the
resulting film. This allowed the formation of well-organized films with high mobil-
ity, resulting in high device performance up to 4.3%.

Figure 1.11 (a) UV–Vis spectra of 3: 2 P3HT:
PC61BM as-cast PV devices with 0% (solid line),
0.33% (dashed line), 0.67% (dotted line), 1.6%
(dashed–dotted line), 3.2% (short dashed line),
and 6.3% (solid line) nitrobenzene added into
the CB solvent. Offset from the other spectra is
the as-cast PV device from the o-xylene

dispersion (triangles). (b) j–V curves of as-cast
(upper) and heat-treated (lower) 3: 2 P3HT:
PC61BM devices. The devices were cast from
CB-amorph (triangles), o-xylene-amorph
(circles), o-xylene-np (squares), and CB/NtB
(stars). (From Ref. [81].)
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1.3.2.5 Processing Additives
One approach to control the morphology is the addition of small amounts of a
high boiling point solvent with selected solubility into a host solvent. The advan-
tages for this type of processing additives are the easy application to polymers
with high and low solubility and the fact that no additional processing step is
necessary [83]. For example, additives such as alkylthiols or diiodoalkanes are
known to selectively help fullerene aggregation due to a better fullerene solubil-
ity compared to polymers [17, 84].
Peet et al. analyzed the influence of chain length of different alkane dithiols on

the efficiency of P3HT:PC61BM and PCPDTBT:PC71BM solar cells [17]. Small
concentrations of alkanethiols formed P3HT aggregations and modified the
P3HT:PC61BM phase separation [85]. Since for PCPDTBT thermal or solvent
annealing was not successful, additives were used. Addition of 1,8-octanedithiol
into CB led to a redshift film absorption peak around 800 nm. This shift to lower
energies was associated with enhanced p–p� stacking and indicated a PCPDTBT
phase with more strongly and improved local structural order as compared to films
processed from pure CB. Different chain lengths of alkane dithiols were analyzed.
Best cell performance was achievable for the longest alkyl chain, 1,8-octanedithiol,
resulting in cell efficiencies of up to 5.5%. AFM pictures showed that a specific
chain length is necessary for morphological differences. While for butanedithiol
no changes were recognizable compared to no additive processing, hexanedithiol
addition showed larger domains.
Lee et al. investigated the use of processing additives on PCPDTBT:PC71BM

organic solar cells [84]. Morphological control could be achieved with the criteria of a
selective, differential solubility of the fullerene component and a higher boiling point
compared to the host solvent. For the additive, different functional end groups of a
1,8-di(R)octane were used, achieving best results of 5.12 and 4.66% for R¼ I or Br,
respectively. Figures 1.13 and 1.14 show the j–V curves of the devices with different
additives and the schematic depiction of the role of additives, respectively.

Figure 1.12 EQE measurement data for devices fabricated from o-DCB, MS, and 80 vol.% MS–20
vol.% AP mixture. (From Ref. [53].)
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Figure 1.13 j–V characteristics of
PCPDTBT/PC71BM composite films with
various additives: none (black), 1,8-
octanedithiol (red), 1,8-dicholorooctane

(green), 1,8-dibromooctane (blue), 1,8-
diiodooctane (cyan), 1,8-dicyanooctane
(magenta), and 1,8-octanediacetate (yellow).
(Adapted from Ref. [84].)

Figure 1.14 Schematic depiction of the role of the processing additive in the self-assembly of
bulk heterojunction blend materials (a) and structures of PCPDTBT, PC71BM, and additives (b).
(Adapted from Ref. [84].)
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Moet et al. found by modeling the photocurrent that the use of 1,8-octanedithiol
can prevent recombination-limited photocurrent in PCPDTBT:PC61BM solar cells
[86]. Modeling showed that the decay rate of bound electron–hole pairs is reduced by
additive addition resulting in dissociation probability of 70% at short-circuit current.
The use of processing additives was further investigated by Su et al. for the poly-

mer poly-{bi(dodecyl)thiophene-thieno[3,4-c]pyrrole-4,6-dione} (PBTTPD) in the
system PBTTPD:PC71BM [87]. Diiodoalkanes with different chain lengths were
added to chloroform solutions and analyzed with GISAXS and GIWAXS measure-
ments. It was concluded that addition of the diiodoalkanes led to an improved dis-
persion of the PC71BM domains and, therefore, a better network morphology by
reducing the grain boundaries of the PC71BM-rich phases. Diiodohexane (DIH)
provided the finest dispersion of PC71BM, due to a balance of solubility for
PC71BM and the interactions between additive and the polymer molecules. By
using DIH, the polymer crystallinity could be increased and the device perform-
ance was improved from 5 to 7.3%.
Further GIWAXS measurements including the use of additives were investigated

by Rogers et al. who used PCPDTBT in combination with PC71BM and diiodooc-
tane or octanedithiol [83]. By using additives, the device performance could be
increased from 3.2 to 5.5%. Both additives have a higher boiling point compared to
the host solvent CB and the ability to solvate PC71BM. Absorption measurements
suggested increased chain aggregation and improved electrical properties were
suggested from mobility and photoresponsivity measurements.
The role of additives in polymer crystallinity was further investigated by

Agostinelli et al. using octanedithiol (ODT) for PCPDTBT:PC71BM films [88].
By using GIXRD, absorption spectroscopy, variable angle spectroscopic ellipsome-
try (VASE), and time-of-flight (TOF) hole mobility measurements, the degree of
order was analyzed and accompanied by transient photovoltage (TPV) measure-
ments changes in device performance were monitored. Upon addition of ODT, the
polymer crystallinity was increased, resulting in higher charge pair generation effi-
ciency. A series of polymers with alternating thieno[3,4-b]thiophene and benzodi-
thiophene units was investigated by Liang et al. [89]. By using o-DCB/1,8-
diiodooctane (97/3, v/v) as solvent, a more finely distributed polymer/fullerene
interpenetrating network was obtained and a significantly enhanced solar cell con-
version efficiency of up over 6% was achieved.
Chu et al. used a low-bandgap alternating copolymer of 4,4-bis(2-ethylhexyl)

dithieno[3,2-b:20,30-d]silole and N-octylthieno[3,4-c]pyrrole-4,6-dione (PDTSTPD)
and PC71BM as active layer with and without addition of 3% 1,8-diiodooctane
(DIO) [90]. Without additive, the device performance dropped significantly below
1.0%. AFM studies of the film morphology showed that PC71BM formed too large
isolated domains in the blend film prepared without using DIO. As a result, the JSC
dropped from 12.2 to 2.6mAcm�2 and the VOC and FF also decreased significantly.
Addition of DIO to the solution resulted in much more uniform and finer domain
structure, ideal for an effective polymer:PC71BM interpenetrating network. As a
result, the device performance was greatly improved up to 6.7%. This finding high-
lights the importance of morphology control for high-performance solar cells.
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Morana et al. investigated the effect of ODT on the formation of the charge
transfer complex (CTC) for C-PCPDTBT and Si-PCPDTBT [91]. Despite the
pristine C-PCPDTBT, no changes were observed in the absorption spectrum of
the Si-PCPDTBT films prepared with ODT. Enhanced phase segregation in the
C-PCPDTBT films upon addition of ODT caused increase in the molecular
luminescence to CT luminescence ratio. This is due to the reduced concentra-
tion of CT complexes by a decrease in the contact area between the polymer
and the fullerene because of phase separation.

1.3.2.6 Solution Concentration
The influence of solution concentration was investigated by Hoppe and Sariciftci
with constant mixing ratio of MDMO-PPV and PC61BM [64]. Besides an increase
in layer thickness with increasing concentration, also the fullerene cluster size
detected by AFM analysis was increased. Further investigations have been per-
formed by Baek et al. varying the solution concentration from 1 to 3wt%. All solid
film properties such as the crystalline structure formation, the interchain interac-
tion, and the morphology were influenced [92]. P3HT:PC61BM absorption spectra
for as-cast and annealed (150 �C for 10min) films showed decreasing absorption
with increasing concentration. Slower evaporation of the solvent at lower concen-
tration of P3HT:PC61BM leads to better crystallization, stronger interchain interac-
tion, and more ordered phase separation of P3HT. This holds for as-cast as well as
for thermally annealed films.

1.3.3
Conclusive Outlook

Several approaches have been discussed how the solid-state microstructure of bulk
heterojunction composites can be controlled by the design of intelligent solvent
systems. Besides the choice of the right solvent, (i) addition of additional good
solvents with differing drying properties has been demonstrated to control the
domain size of either component, (ii) addition of nonsolvents was shown to
trigger the nucleation and subsequent aggregation of individual components, and
(iii) addition of processing additives was used to cause a coarsening of the
microstructure.
The general ink design for organic semiconductor multicomponent composites

is based on a few rules. Generally, the processing solvent has to supply a sufficient
solubility, which is typically guaranteed by using halogenated aromatic solvent sys-
tems. The processing solvent mainly influences the active layer microstructure.
Different PC61BM crystal structures were obtained by using CB, o-DCB, or xylene.
Low-solubility solvents, in combination with a gradual variation of the surface
energy, allow to control a gradient in the vertical phase separation of the two com-
ponents. The kinetics of drying does impact the size of the aggregates. Slow drying
(i.e., high boiling point solvents such as o-DCB) creates microstructures with an
increased crystallinity as compared to lower boiling point solvents due to enhanced
reorganization. Multicomponent solvent systems offer significantly more freedom:
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solvent blends can be used to mimic solubility parameters of a good solvent by
using nonhazardous solvents. Furthermore, solvent blends containing high and
low vapor pressure solvents allow additional control over the degree of phase sepa-
ration and interfacial area. Finally, high boiling point additives with selected solu-
bility for one component over the other can trigger more finely distributed
microstructures, preventing the aggregation of fullerene clusters. Table 1.1 sum-
marizes the essential parameters for the most frequently used single solvents that
are used for processing of organic electronic systems.

1.4
Miscibility

1.4.1
Methods

Miscibility is one essential concept in polymer science, since blended systems
are commonly used to address multiple property optimizations as typical for
many applications. Several methods can be used to determine the miscibility of
two- and more component systems. Morphological investigations of blend sys-
tems can easily been done with microscopic methods. Several electron micro-
scopic techniques are used, that is, scanning electron microscopy (SEM), TEM,
AFM, and scanning tunneling microscopy (STM). Inhomogeneities are typically

Table 1.1 Solvent parameters of different key solvents for OPV.

Solvent Hansen solubility
parameters,
dDþdPþ dH
(MPa1/2)a)

Molar
volume
(m3mol�1)a)

Boiling
point
(�C)b)

Density
(g cm�3)b)

Vapor
pressure
at 25 �C
(kPa)b)

Chlorobenzene 19.0þ 4.3þ 2.0 102.1 131.72 1.1058 1.6
o-Dichlorobenzene 19.2þ 6.3þ 3.3 112.8 180 1.3059 0.18
Chloroform 17.8þ 3.1þ 5.7 80.7 61.17 1.4788 26.2
o-Xylene 17.8 þ 1.0þ 3.1 121.2 144.5 0.8802 0.88
Toluene 18.0þ 1.4þ 2.0 106.8 110.63 0.8668 3.79
1,2,4-
Trichlorobenzene

20.2þ 6.0þ 3.2 125.5 213.5 1.459 0.057

Cyclohexanone 17.8þ 6.3þ 5.1 104 155.43 0.9478 0.53
Nitrobenzene 20.0þ 8.6þ 4.1 102.7 210.8 1.2037 0.03
1,8-Octanedithiol 17.2þ 6.8þ 6.4c) 185.6c) 269d) 0.97d) 0.012d)

1,8-Dibromooctane 17.6þ 4.3þ 2.7c) 188.6c) 270d) 1.477d) —

a) Ref. [24].
b) Laboratory solvents and other liquid reagents, in Ref. [93].
c) Ref. [94].
d) Material Safety Data Sheet Sigma–Aldrich.
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identified by scattering methods. Depending on the required resolution, visual
light, X-ray, or neutron scattering methods are used. Neutron scattering is used
for investigations in the nanometer domain, X-ray for structures below 1 nm
and up to 40 nm, and visual light is used for structures between 100 nm
and several microns. The advantage of neutron scattering is the possibility of
analyzing also light elements. In the following, we will describe various misci-
bility aspects for polymer–polymer or polymer–fullerene-based bulk heterojunc-
tion composites.

1.4.1.1 Glass Transition
One criterion to distinguish the miscibility of blends is the glass transition temper-
ature (Tg) that can be measured with different calorimetric methods [95]. Tg is the
characteristic transition of the amorphous phase in polymers. Below Tg, polymer
chains are fixed by intermolecular interactions, no diffusion is possible, and the
polymer is rigid. At temperatures higher than Tg, kinetic forces are stronger than
molecular interactions and polymer chain diffusion is likely. In binary or multi-
component miscible one-phase systems, macromolecules are statistically distrib-
uted on a molecular level. Therefore, only one glass transition occurs, which
normally lies between the glass transition temperatures of the pure components.
In partly miscible systems, interactions cause a glass transition shift of the pure
components toward each other. For immiscible blends, the components are com-
pletely separated in different phases and the glass transitions of the pure compo-
nents remain at their original temperature. Here it is important to emphasize that
the appearance of one glass transition is not a measure of complete miscibility
rather than a correlation with domain sizes of less than 15 nm. Various examples
were discussed elsewhere [95].

1.4.1.2 Surface Energy
The difference in surface energy between two components can be used to
define miscibility, as this was identified as one of the driving forces for vertical
phase separation. Honda et al. analyzed the surface energy to understand the
miscibility of P3HT and silicon phthalocyanine derivative (SiPc) – a light-har-
vesting dye [96]. The surface energy was assessed by contact angle measure-
ments with ultrapure water on spin-coated films. Other studies have suggested
as well that the surface energy between P3HT and PC61BM is the driving force
for vertical phase separation in the binary blend [97–99]. The surface energies
cwere estimated to be 20 and 29mJm�2 for P3HT and PC61BM, respectively,
also reported by Jaczewska et al. for P3HT [100]. Contrary results were reported
by Oh et al. and Bj€orstr€om et al. with surface energies of 25.79mJm�2 for
P3HT and 39.86 and 38.2mJm�2 for PC61BM [101, 102]. Nevertheless, SiPc
with cSiPc¼ 23mJm�2 is close to P3HT but has an intermediate value between
P3HT and PC61BM. Binary blends of P3HT:SiPc and PC61BM:SiPc showed that
the SiPc molecules do not phase segregate from P3HT, as the surface energy
did not change up to 40 wt% SiPc addition (Figure 1.15). On the other hand,
SiPc does segregate at the air/film interface from PC61BM as suggested by a
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steep decrease of the surface energy at only 10 wt% SiPc addition. Since the
component with the lowest surface energy is segregated to the air/film inter-
face, the total energy of the system becomes dominated by a surface layer of the
low-energy component. For ternary blends containing P3HT:PC61BM:SiPc, the
wetting coefficient was used to predict the location of dyes in blend films. This
concept was already utilized for the investigation of conductive carbon black
particles, carbon nanotubes, CaCO3 nanoparticles, and polymers [103–108]. In
case of the ternary organic semiconductor composites, it was found that the
SiPc molecules are most likely located at the P3HT:PC61BM interface. SiPc mol-
ecules were found to be present in the disordered P3HT phases at the interface
between P3HT:PC61BM rather than in the PC61BM and crystal P3HT domains.
Thus, the addition of SiPc molecules did not impact the formation of the pris-
tine P3HT and PC61BM phases in the ternary blend films. This is in good agree-
ment with the prediction based on the wetting coefficient, suggesting that the
surface energy has a critical impact on such interfacial segregation.

1.4.1.3 Photoluminescence Quenching
For the determination of miscibility, the quenching effect of photoluminescence
depending on the amount of quencher can be used. Quenching or intermolecular
deactivation is the acceleration of the decay rate of an excited state of a material by
the presence of another chemical species. The quenching effect is a reduction of PL
intensity due to charge transfer to a quencher. The quantum efficiency as a func-
tion of quencher concentration can be plotted. A linear quenching represents a sta-
tistical distributed content of quencher. If the quenching centers interfere with
each other, a saturation regime can be seen.

Figure 1.15 Surface energy of P3HT:SiPc
(open circles) and PC61BM:SiPc (closed circles)
blend films plotted against a SiPc content. The
broken line represents the surface energy of
SiPc (23mJm�2). The solid lines represent the

surface energy of P3HT:SiPc or PC61BM:SiPc
predicted on the assumption of homogeneous
dispersion of SiPc molecules in blend films.
(Adapted from Ref. [96].)
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According to the Stern–Volmer equation (Eq. (1.8)), the quantum efficiency can
be plotted as a function of the quencher concentration, with F0 as fluorescence
intensity without quencher, F as fluorescence intensity with quencher and with the
concentration [Q], and KSV as Stern–Volmer constant.

F0

F
� 1 ¼ KSV Q½ �: ð1:8Þ

The mixing behavior of the fullerene in the polymer was studied by measuring the
PL of C-bridged PCPDTBT:PC71BM and Si-bridged PCPDTBT:PC71BM blends by
Morana et al. as shown in Figure 1.16 [91, 109]. The polymer emission is strongly
quenched upon addition of PC71BM. Using 33wt% PC71BM in the blend, the spec-
trally resolved PL signal intensity is decreased by a factor of 200–400 with respect to
the one measured for the pure polymer. The quenching yield of PC71BM in
PCPDTBT seems to be low compared to other conjugated polymer:fullerene sys-
tems [110, 111]. For small PC71BM mass fractions below 0.3wt%, the total fluores-
cence intensity of all blends with Si-PCPDTBT and C-PCPDTBT with and without
ODTwas increasingly quenched with growing fullerene content. Since no emission
from the fullerene was observed, it was concluded that the fullerene domain size is
smaller than the exciton diffusion length, whereas the polymer domain size is in
the range of the exciton diffusion length. The PL quenching studies suggest an
increasing trend of phase segregation with growing domain sizes for both the ful-
lerene and the polymers in the order C-PCPDTBT < C-PCPDTBT with ODT < Si-
PCPDTBT. The larger extent of phase separation in Si-PCPDTBTwas correlated to a

Figure 1.16 Semilogarithmic Stern–Volmer
plot (F0/F� 1) of (a) polymer and (b) fullerene
fluorescence quenching versus the fullerene
content xPC71BM (defined as the weight ratio
between the fullerene and the total solid
content) for the three polymer:fullerene blends
considered: Si-bridged (squares), C-bridged
(circles), C-bridged/ODT (triangles). The
intensity peaks we considered are positioned at
830 nm for the Si-PCPDTBT and at 850 nm for
the C-PCPDTBT polymer, while the PC71BM

emission occurs at 710 nm. Since the fullerene
fluorescence at 830–850 nm is pronounced, the
characteristic fullerene emission spectrum was
subtracted from the total measured emission in
order to isolate the polymer contribution. The
measured fluorescence intensity was then
normalized by the corresponding absorbance at
the excitation wavelength. The maximum
quenching ratio was arbitrarily set as the
maximum measured signal (pristine polymer)
to noise ratio. (Adapted from Ref. [91].)
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lower solubility of the silicon-bridged polymer in the processing solvent and a
stronger tendency to crystallize or aggregate compared to C-PCPDTBT.
Nismy et al. analyzed the photoluminescence quenching of carbon nanotubes

in P3HT:PC61BM blends and speculated that acid-substituted MWNTs may react
as exciton dissociation centers [112]. Excitons created within the exciton diffu-
sion length of a donor:acceptor interface are considered to contribute to the free
charge population. Therefore, the BHJ structure consisting of phase-separated
donor and acceptor interfaces in the nanoscale range is important for the effec-
tive dissociation of excitons into free electron–hole pairs. Carbon nanotubes
were added and acted as electron diffusion centers to the pre-existing P3HT:
PC61BM BHJ system, for further improving the exciton dissociation by provid-
ing triple heterojunction interfaces. Therefore, more dissociated excitons and
higher photocurrents were expected.

1.4.2
Polymer–Polymer Miscibility

Polymer–polymer composites are an actively researched section in the field of
organic semiconductor composites. Many attempts for blending conjugated
polymers for OPV applications and creating a composite microstructure with
small (i.e., few nm to few tens of nm) domains were run by the Cambridge
group. Granstr€om et al. used a cyano derivative of poly(p-phenylene vinylene)
(MEH-CN-PPV) as electron acceptor and a derivative of polythiophene as hole
acceptor [113]. By AFM imaging, the formation of islands of the minority phase
was detected, which were larger in size for the thermally treated polythiophene-
rich film. In the cross section of a laminated structure, interpenetration
between the two layers following the lamination and annealing procedure was
recognized, with a length scale of 20–30 nm. Finer scale interpenetration was
not revealed. Polyfluorene-based polymer blends consisting of poly(2,7-(9,9-di-n-
octylfluorene-alt-benzothiadiazole)) (F8BT) and poly(2,7-(9,9-di-n-octylfluorene)-
alt-(1,4-phenylene-((4-sec-butylphenyl)imino)-1,4-phenylene)) (TFB) were investi-
gated by Kim et al. [114]. AFM images are shown in Figure 1.17. A microscale
lateral phase separation was recognizable, but the phase-separated domains
were not pure at the submicron length scale. Furthermore, a nanoscale vertical
phase separation was found. McNeill et al. investigated blends of the polymers
P3HT and poly((9,9-dioctylfluorene)-2,7-diyl-alt-[4,7-bis(3-hexylthiophen-5-yl)-
2,1,3-benzothiadiazole]-20,200-diyl) (F8TBT) [115]. Annealing was found to be
responsible for coarsening of the phase separation and increase in hole mobility
of the P3HT phase, both contributing to an improved charge separation.
Different approaches to mix insulating thermoplasts with organic semiconduc-

tors have been made with the aim to combine semiconducting properties of conju-
gated polymers with excellent mechanical properties of commodity polymers.
Goffri et al. blended P3HT with polystyrene showing a crystallinity-induced favor-
able phase separation. Blending P3HT and PS results in vertically stratified struc-
tures with dominantly semiconductor at the surface. Application as active layer in
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organic field-effect transistors showed no degradation of device performance,
which is a decisive advantage compared to the use of blends of P3HT with amor-
phous insulating polymers. Crystalline–crystalline/semiconducting–insulating
multicomponent systems offer the possibility to realize high-performance semi-
conducting systems with reduced material cost, better mechanical properties, and
improved environmental stability [116, 117].
Brabec et al. [118] blended MDMO-PPV with various nonconjugated binders

such as PS, PMMA, and PC and found that addition of up to 10% of an inert poly-
mer does not negatively influence the device performance. Ternary blends contain-
ing P3HT:PC61BM blended with insulating polymers such as high-density
polyethylene (HDPE) were also investigated by Ferenczi et al. [119]. By blending of
the donor–acceptor components into the conventional polymer matrix, the percola-
tion threshold for photovoltaic response of the three-component systems is found
to be determined by percolation of the fullerene in the polymer matrix [120–122].
Up to 50wt% of insulating semicrystalline polymers were added to a P3HT:
PC61BM blend without decreasing the device performance. The advantages of such
ternary systems over the binaries without inert polymeric additives are facilitated
processing, enhanced mechanical properties, and increased thickness of the active
layer, which reduce defects in the films and improve large-area processing.
Spinodal decomposition has been found for spin-coated films of the ferroelectric

random copolymer poly(vinylidene fluoride–trifluoroethylene) (P(VDF-TrFE)) and
regioirregular (rir) P3HT. The blend separates into amorphous rir-P3HT domains
embedded in a crystalline P(VDF-TrFE) matrix [123]. The number of domains
decreases with increasing rir-P3HTcontent, indicating coarsening of morphology.

Figure 1.17 (a) AFM image with a 100 nm
height scale (white: high region; black: low
region) and (b) PL image of 100 nm thick F8BT:
TFB (50 : 50) film (domain (i), TFB-rich region;
domain (ii), F8BT-rich region). On the basis of
the PL of the blend film, it is concluded that the

high ridges are F8BT matrix phase (bright
regions, domain (ii)) and the thin regions are
TFB-rich enclosed phase (dark regions with very
weak F8BT emission, domain (i)). (Reprinted
with permission from Ref. [114]. Copyright
2004, American Chemical Society.)
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1.4.3
Polymer–Fullerene Miscibility

Intercalation of fullerene molecules in a conjugated polymer matrix was reported
by Koppe et al. and was later on investigated in great detail by the Stanford group
[124]. Intercalation of fullerenes in a polymer matrix results in a microstructure
where individual fullerene molecules get dissolved in or close to the polymer back-
bone. Intercalation is dominantly facilitated by voids between the side chains along
the polymer backbone and depends on the polymer structure instead of the poly-
mer configuration. The principle of intercalation is shown in Figures 1.18 and
1.19. Intercalation has significant impact on the performance of bulk heterojunc-
tion devices, since a significant fraction of fullerenes being dissolved in the poly-
mer is lost for electron transport. The general findings are that polymer with a
tendency toward intercalation requires a significantly higher fullerene concentra-
tion to guarantee well-balanced transport. Mayer et al. have observed fullerene

Figure 1.18 Fullerene intercalation in other
polymer:fullerene systems. (a) The X-ray
diffraction pattern demonstrates an expansion
of the d-spacing of the pTT (gray line) upon the
addition of PC61BM (black line) and the inset
shows how the PC61BM fits between the side
chains. (b) The same situation exists for PQT as

demonstrated by the X-ray pattern. (c) There is
insufficient room between the side chains of
P3HT to allow for intercalation. (d) There is
sufficient room for PC61BM intercalation
between the side chains in amorphous MDMO-
PPV. (e) BisOC10-PPV, however, does not have
sufficient room.(From Ref. [125].)
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intercalation in blends with various amorphous and semicrystalline polymers when
there is enough free volume between the side chains to accommodate the fullerene
molecule [125].
Intercalation of fullerenes between side chains mostly determines the opti-

mum polymer:fullerene blending ratios. These findings offer explanations why
large-scale phase separation occurs in some polymer:fullerene blend ratios
while thermodynamically stable mixing on the molecular scale occurs for
others. High fullerene content is necessary to create the phase separation
needed for efficient BHJ solar cells, which leads to optimum blend ratios near
1 : 3 to 1 : 4 polymer:fullerene if intercalation occurs. If no intercalation occurs,
an optimum near 1 : 1 is usually found.
While no intercalation occurs in the crystalline phase of P3HT, amorphous

portions of P3HT and MDMO-PPV contain significant concentrations of
PC61BM [126]. Furthermore, depth profiles of P3HT:PC61BM bilayers showed
interdiffusion of both materials already after short annealing times. Therefore,
pure amorphous phases do not exist in BHJ or annealed bilayer devices. Energy-
filtered transmission electron microscopy (EFTEM) and GISAXS measurements
were used for morphological investigations, showing local P3HT concentrations
in PC61BM-rich domains [127]. This was interpreted as partial miscibility.
P3HT:PC61BM x parameter and Flory–Huggins phase diagram, which predicts
miscibility for P3HT volume fractions above 0.42, were determined. Flory–
Huggins interaction parameter enables quantifying the chemical interactions

Figure 1.19 Schematic of possible structures
showing the effect of PC71BM intercalation on
the crystal lattice of pBTTT. (a) The tilt angle for
the pristine pBTTT crystal and the amount of
interdigitation of the side chains are set to make
the d-spacing agree with X-ray diffraction. (b)
The PC71BM is placed within the intercalated
pBTTT:PC71BM in order to agree with the d-
spacings found in X-ray scattering. (c) The total

volume taken up by the electron orbitals using a
space-filling routine from ChemBio3D Ultra
shows that there is still sufficient room for the
intercalation demonstrated in (b). The tilt of the
side chains in (c) is only approximate because
the simulations do not account for
intermolecular interactions. The lattice axes are
shown in the lower left corner for reference.
(From Ref. [125].)
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between P3HT and PC61BM. Miscibility estimates were obtained from measure-
ments of the melting point depression, which were analyzed with differential
scanning calorimetric (DSC) experiments. Quantifying the chemical interac-
tions between P3HT and PC61BM through the Flory–Huggins interaction
parameter enables the determination of miscibility range for these two compo-
nents as long as they are amorphous. Miscibility between P3HT and PC61BM
suppresses fullerene crystallization. The crystallization of the polymer leads to
the characteristic length scales of the mesostructure, whereby crystallization of
the polymer can also lead to macroscopic phase separation by enriching the
amorphous polymer phase with fullerene beyond the miscibility limit.

1.4.4
Phase Diagrams

The device performance of organic semiconducting composite devices strongly
depends on the blend composition. Different approaches to analyze the phase
behavior were used to correlate and improve the electric properties. Phase dia-
grams mainly consist of liquidus and solidus lines separating different phases. For
polymers usually liquidus and solidus lines are determined using end melting tem-
perature and peak melting temperature since all crystallites are molten and the
crystalline order is broken [128, 129]. The intersection of both lines represents the
eutectic point of the phase diagram, with a phase equilibrium where the degree of
freedom is only selectable in a small range.
Binary organic photovoltaic blends containing poly-(3-alkylthiophene)s

(P3ATs) with different side chain lengths and different fullerene derivatives
were investigated by M€uller et al., Zhao et al., and Kim and Frisbie [130–132].
Binary phase diagrams were reconstructed from DSC measurements, and the
device performance of corresponding organic solar cells was analyzed in this
phase diagram (Figure 1.20). It was suggested that all systems contain a simple
eutecticum. Increasing side chain length of P3AT with poly(3-butylthiophene)
(P3BT), P3HT, and poly(3-dodecylthiophene) (P3DDT) leads to a shift of the
eutectic temperature Te to higher P3AT content, accompanied with a decrease
of Te from 220 �C for P3BT to 150 �C for P3DDT. For P3HT, a Te of 205 �C and
a eutectic composition ce of 65 wt% P3HT were found. The maximum JSC of the
corresponding devices was found around the eutectic composition, being
slightly shifted to higher PC61BM ratios. The higher melting temperature of
PC71BM compared to PC61BM results in a higher eutectic temperature of the
binary blend with P3HT, which is also slightly shifted to higher P3HT contents
compared to PC61BM. This is also reflected in the JSC maximum.
Ballantyne and coworkers investigated the blend system poly(3-hexylselenothio-

phene) (P3HS) with PC61BM by DSC and found a simple eutectic behavior with a
eutectic composition ce of 66wt% P3HS and a Te of 230 �C. A high crystallinity of
P3HS was found by DSC, but P3HS:PC61BM blend films showed a lower degree of
crystallinity than P3HT:PC61BM according to XRD measurements. Therefore,
larger fractions of PC61BM can be dissolved in the polymer. The lower degree of
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phase segregation is likely to contribute to the faster recombination kinetics in the
P3HS:PC61BM compared to P3HT:PC61BM blend devices.
M€uller et al. investigated the phase behavior of liquid-crystalline polymer:fuller-

ene blends [133]. For poly[2,7-(9,9-dioctylfluorene)-alt-5,5-(40,70-di-2-thienyl-
20,10,30-benzothiadiazole)] (F8TBT, also abbreviated as APFO-3 or PFDTBT)
blended with PC61BM, a eutectic phase behavior with a eutectic composition ce of
75wt% F8TBT at a eutectic temperature Te of 138 �C was found. The glass transi-
tion temperature Tg was found to be independent of composition, showing good
match with Tg of the pure components. Above the glass transition temperature,
PC61BM crystals tend to nucleate. Miscibility of fullerene in the polymer strongly
depends on the molecular weight of the macromolecule. Molecular weight is found
to have a significant influence on morphology of P3HT. For P3HT:PC61BM blends,
high molecular weight enhances intermolecular ordering (p-stacking) of P3HT.
Increased molecular weight leads to extended crystallites and therefore better
charge carrier mobility. A threshold for the molecular weight of P3HT was found
to be necessary to guarantee sufficient device performance. This threshold was
found by investigating various molecular weight fractions of a P3HTmaster batch
[134]. On the other hand, with increasing weight average molecular weight (Mw),
the crystallinity of P3HT and the crystalline orientation decreased [135]. This

Figure 1.20 (a) Phase behavior of P3HT:
PC61BM. (a) DSC heating thermograms (left)
and corresponding (nonequilibrium)
temperature/composition diagram of the P3HT:
PC61BM system (right) featuring simple
eutectic phase behavior (peak eutectic
temperature, Te� 205 �C; eutectic composition,
ce� 65wt% P3HT). Liquidus lines were
constructed with end melting and end
dissolution temperatures of neat components
and excess component, respectively. Crosses
represent the onset of recrystallization;
highlighted areas in this and following part
indicate the range of composition of optimum
device performance. (b) Dependence of short-

circuit current density JSC (top panel) and power
conversion efficiency (bottom panel) (under
simulated solar illumination AM 1.5,
71mWcm�2) on P3HT/PC61BM blend
composition for devices thermally treated at
140 �C after spin casting (filled circles),
subsequently melt quenched from 290 �C (open
triangles), and then after further annealing at
140 �C (open circles). In accordance with
previous reports, JSC is optimized after
annealing at blend compositions comprising
50–60wt% of the polymer. Error bars represent
estimated percentage error based on
comparison of similar devices. (From Ref.
[130].)
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phenomenon was attributed to transition from a fully extended all-trans conforma-
tion to a semicrystalline system with crystalline lamellae and amorphous extended
interlamellar zones. Huang et al. investigated the influence of molecular weight of
poly[(4,40-bis(2-ethylhexyl)dithieno[3,2-b:20,30-d]silole)-2,6-diyl-alt-(5,50-thienyl-4,40-
dihexyl-2,20-bithiazole)-2,6-diyl] (Si-PCPDTTBT) and PC61BM on morphology [136].
AFM and TEM images showed the increasing phase separation with increasing
molecular weight leading to an interpenetrating network for carrier transport and
device improvement.
Ternary systems were investigated to further enhance the spectral response of

organic solar cells [137, 138]. Small amounts of PCPDTBT were added to the
P3HT:PC61BM blend to expand the absorption spectra toward the near-infrared
region. Different requirements for such ternary systems have to be fulfilled.
The absorption in the near-infrared region should be complementary to the
absorption spectra of P3HT. Further, the electronic levels of the sensitizer need
to be aligned with respect to those of P3HT and PC61BM to facilitate an efficient
photoinduced charge transfer between all components. Finally, the miscibility of
such systems is of interest for morphological studies. Ternary phase diagrams
for P3HT, PCPTDTBT, and PC61BM were investigated by Li et al. as shown in
Figure 1.21 using DSC [138]. The phase diagram of the binary system P3HT:
PC61BM showed a simple eutectic point, as already reported by M€uller et al.
and Zhao et al. [130, 131]. The phase diagram of the ternary system revealed
that already small amounts of the dominantly amorphous polymer PCPDTBT
can decrease the overall crystallinity but do not affect the position of the eutectic
point in ternary blends. A comparison with cell performance showed a correla-
tion of the phase behavior of the binary as well as the ternary blends with its
electrical properties in the cells.

1.5
Conclusions

Organic semiconductor composites are a smart concept to design and customize
the optoelectronic functionality of a semiconductor by simply blending multiple
components with the desired individual properties. This concept is more elegant
and technically easily accessible than the design of a single semiconductor com-
pound comprehending all properties. The challenge for organic semiconductor
composites is the formulation of suitable inks, the miscibility, and compatibility of
the individual inks as well as the control of the solid-state microstructure.
All of these challenges need to be addressed by the formulation of semiconductor

composite inks, which is also one of the key parameters for the processing of the
active layer of organic photovoltaic devices. Precise information on an ink’s rheo-
logical properties, the solubility of the individual components, and their influence
on solid-state morphology is of highest interest for the development of coating and
printing processes. The right choice of the processing solvent, offering good solu-
bility, mainly contributes to the solid-state microstructure of the active layer. Long
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drying times typically enhance the polymer crystallinity offering better possibilities
for self-assembling of the polymer chains. Different approaches to control the com-
posite’s microstructure were investigated by using solvent blends. Among these
concepts, the use of additional solvents with high boiling points has led to finer
phase separations and therefore increasing device efficiencies. Further research
activities have focused on the formation of aggregates by the addition of nonsol-
vents, favoring crystallinity increase in the solid state. Another task is the use of
halogen-free, nonhazardous solvents for industrial processing. Here the formula-
tion of solvent blends using Hansen solubility parameters is becoming established
as a reference method.

Figure 1.21 (a) Ternary phase diagram with
the end melting temperature of the DSC first
heating curves as liquidus lines. (b) JSC–V
curves of P3HT/PCPDTBT/PC61BM ternary
solar cells with a polymer:fullerene ratio of
50 : 50 (w/w). (c) JSC of photovoltaic devices

depends on PCPDTBT ratio for ternary blends
with a constant fullerene ratio of 50wt% (total
polymer:fullerene 1 : 1). The solar cells were
tested under AM 1.5, 100mWcm�2

illumination. (Adapted from Ref. [138].)
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Miscibility of the components is required to design functional semiconductor
composites. Specifically, bulk heterojunction solar cells require precise control of
the blend microstructure to guarantee good device efficiency. Polymer–polymer
miscibility is ways more complex and difficult than polymer–fullerene miscibility.
In the case of polymer–fullerene blends, the intercalation of fullerene within the
side chains of conjugated polymers is found as one of the parameters defining the
optimum polymer–fullerene ratio. Blending semiconducting and insulating poly-
mers has also been proven to ease industrial production. Establishing phase dia-
grams and correlation with material and device properties has helped to improve
the miscibility of multicomponent composites.
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