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Introduction

On 29 December 1959, the great physicist Richard P. Feynman, one of the
Laureates for the Nobel Prize in Physics 1965 “for their fundamental work in
quantum electrodynamics, with deep-ploughing consequences for the physics
of elementary particles”, gave a far-reaching prophetic lecture entitled “There’s
Plenty of Room at the Bottom” at the annual meeting of the American Physical
Society at the California Institute of Technology (Caltech). He said “What I have
demonstrated is that there is room – that you can decrease the size of things
in a practical way. I now want to show that there is plenty of room. I will not
now discuss how we are going to do it, but only what is possible in principle – in
other words, what is possible according to the laws of physics. I am not inventing
anti-gravity, which is possible someday only if the laws are not what we think.
I am telling you what could be done if the laws are what we think; we are not
doing it simply because we haven’t yet gotten around to it.” [1]. Feynman said that
“The principles of physics, as far as I can see, do not speak against the possibility
of maneuvering things atom by atom”. The past few decades have witnessed
many inventions and discoveries in the preparation of nanoscale materials to
authenticate his visionary prediction, and we can make nanoscale machine in
the manner of arranging atoms one by one, and carry out chemical synthesis by
mechanical manipulation.
Nanotechnology is the term used to cover the design, preparation, and applica-

tions of nanostructured systems. Nanotechnology also includes fundamental the
understanding of physical properties and phenomena of nanostructures.The typ-
ical dimension for nanostructures spans from subnanometer to several hundred
nanometers [2]. One nanomater (nm, one-billionth of meter, 10−9 m), is approx-
imately the length equivalent to 10 hydrogen, or 5 silicon, or 31/2 gold atoms
aligned in a line. By convention, nanotechnology is taken as the structures at
least one dimension in the range 1–100 nm following the definition used by the
National Nanotechnology Initiative (NNI) in the US [3].
Nanotechnology has been becoming an important research fields, represent-

ing an assemblage of many sciences and technologies at the nanometer scale,
which encompasses the synthesis and application of nanostructured systems
with sizes ranging from individual atoms or molecules to submicron dimension,
as well as the assembling the resulting nanostructures into larger systems [4].
The emergence of nanotechnology as a unique and powerful interdisciplinary
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research activity with significant societal impact has affected almost all areas
of science and technology. It has resulted in distinguished materials with novel
and/or significantly improved physical properties (such as, optical, electrical,
magnetic properties, etc.); chemical, mechanical, biological properties compared
to those of their bulk analogues. The properties of nanostructured materials are
quite different from those at a large scale. Nanotechnology today is a creative
fusing of bottom-up chemistry approach and top-down engineering approach.
We are currently witnessing an eruption of novel strategies for making and
manipulating, visualizing and interrogating nanostructured materials.
In 2000, United States federal government issued the NNI which is a program

for the science, engineering, and technology research and development for
nanoscale projects. Whereafter, the NNI initiated a nanotechnology windstorm
around the world [3]. The cumulative NNI investment since fiscal year 2001,
including the 2015 request, totals almost $21 billion. Most challenging in nan-
otechnology will be those areas that relate to nanofabrication, in particular the
development of viable fabrication technologies which will lead to cost-effective
nanomanufacturing processes [4].
In order to understand nanotechnology, we need to first understand some

quantummechanics. Quantummechanism assumes importance as material size
is diminished. This is especially true in nanoscience.

1.1 Wave-Particle Duality

Before the beginning of the twentieth century, there was a disagreement about
the true nature of light, with the followers of Isaac Newton supporting a corpus-
cular theory, whereas the followers of Christiaan Huygens approved light of a
wave motion. Thomas Young performed a double-slit experiment in 1801, when
he showed that interference patterns could be produced when light was passed
through two closely spaced slits [5]. The modern double-slit experiment demon-
strates that light andmatter can display characteristics of both classically defined
a wave and a particle. The possession of both wave and particle properties is
known as wave-particle duality, which is at the heart of quantummechanics.The
same is true of atoms, molecules, and subatomic particles such as electrons, pho-
tons, and neutrons.The wave-particle duality of matter means that an electron is
essential neither a wave nor a particle but its motion can be quantified using the
mathematical equations appropriate towaves and particles [6].This phenomenon
is thus far absolutely impossible to explain by using any classical manner. And the
wave-particle duality is regarded as the best explanation we have thus far.
The double-slit experiment is one of the better ways to observe the quantum

behavior of electrons in action. Based on the double-slit experiment, we can
say about the electrons (the same being true of photons): they arrive one at a
time, like particles, and their probability of arrival is subject to interference, like
waves [7]. Detailed discussion of double-slit experiments can be found in the
quantum mechanics book by Rae [8].
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In 1924, Louis de Broglie postulated that matter exhibited a dual nature and
proposed that the wavelength of a particular object of mass m is found from:

𝜆 = h
mv

= h
p

(1.1)

where v is the velocity, mv is the momentum p of the object, h= 6.63× 10−34 J s−1
is the Planck constant, and 𝜆 is called de Broglie wavelength here. The resulting
waves are called matter waves. In the case of atomic structure, matter waves for
electrons are standing waves that correspond to particular electron orbitals [6].
Electrons occupy regions of space, enclosing an atom’s nucleus, which is called
orbitals.These orbitals are organized into levels and sublevels, depending on how
much energy the electrons have.The closer the nucleus the electrons occupy, the
lower energy levels they have.

1.2 Uncertainty Principle

In relation to the double-slit experiment with electrons, the Uncertainty Princi-
ple, introduced first in 1927, by Werner Heisenberg, signifies that no device can
be built to tell us which slit the electrons go through without also disturbing the
electrons and ruining their interference pattern. Thus, it is not possible to know
simultaneous both the precise position and themomentum of amicroscopic par-
ticle, such as an electron or atom. It is the way of nature.
The Uncertainty Principle quantifies the uncertainties of position andmomen-

tum as follows [6]:

ΔxΔpx ≥
h
4𝜋

= ℏ

2
(1.2)

where Δx and Δpx are the uncertainties associated with these quantities,
ℏ= h/2𝜋. The more precisely something’s position is determined, the less
precisely its momentum is known. IfΔx is very small,Δpx must be large, and vice
versa.The x direction is picked, but it can also be applied for the y or z directions.

1.3 Schrödinger Equation

A particle of matter, such as electron, can be described by a generalized wave-
function𝜓 , which can determine the all of themeasurable quantities of a particle,
including its energy E and momentum p. The absolute value of the square of
the wavefunction, ∣𝜓 ∣2, is proportional to the probability that the particle
occupies a given space at a given time. The Schrödinger equation applied to any
confined particle and for motion in one dimension along the x-axis, shown as
follows:

d2𝜓

dx2 = −8𝜋2m
h2 (E − V )𝜓 (1.3)
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The total energy of a system is the sum of the potential energy (V ) and kinetic
energy (KE), shown as follows:

E = KE + V =
p2

2m
+ V (1.4)

where the KE is equal to p2/2m, V is potential energy, m is the particle mass, p is
the momentum.

1.4 Particle in a Potential Box

In order to understand nanotechnology, we must understand atoms, electrons,
and photons, which are controlled by quantum mechanism [5, 9].
From the view of “the particle in a box” mode (i.e., a one-dimensional motion

of a particle, such as an electron, is restricted between two rigid walls separated
by a distance L between the opposite walls of the box) (also known as the infinite
potential well or the infinite square well) in quantummechanics [7], in which we
can approximate a particle/wave at the bottomof an infinitely deep, squarewell. It
means no particle can get enough energy to get out the square well, and the wave-
function outside the box must therefore be zero. It follows that the wavefunction
inside the boxmust be zero at the points x= 0 and x= L.This is called the bound-
ary condition.Therefore, we can expect that the solution to the time-independent
wave equation will be of the form of a travelling wave:

𝜓(x) = A sin kx = A sin 2𝜋x
𝜆

(1.5)

where k = 2𝜋/𝜆.
The boundary conditions associated with the walls are satisfied as long

as k = n𝜋/L, or the allowed wavelengths of the electron are 𝜆= 2L/n where
n= 1,2,3,…

𝜓(x) = N sin
(n𝜋x

L

)
(1.6)

where, N = 2iA, A is the amplitude for this wave function, L is the width of the
well, x is the distance from one wall, and n= 1,2,3, . . . . This equation gives the
allowed wave functions for a particle in an infinitely deep potential well.
This means that the possible values of k are discrete, or quantized.This in turn

has the consequence that also the energy levels have to be discrete. The KE, is
equal to p2/2m, where p= h/𝜆 from the de Broglie relationship and k = 2𝜋/𝜆. We
thus can obtain:

KE = 1
2

mv2 =
p2

2m
=

(h∕𝜆)2

2m
= h2

2m𝜆2
= h2

2m
(

2𝜋
k

)2 = h2k2

8m𝜋2 (1.7)

With the substitution k = n𝜋/L this becomes:

KE = n2h2

8mL2 (1.8)
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The potential energy, V , is zero within the one-dimensional box, and therefore
the total energy, E, equals KE. Thus:

E = V + KE = n2h2

8mL2 (1.9)

Here, n= 1,2,3, . . . .The energy of the particle is quantized.This is what wewant
to expect about quantummechanics. It should be pointed out that n= 0 is forbid-
den because this would lead to the wavefunction being zero everywhere. And this
status will lead to losing particle.Thus, the particle must have a minimum energy
of E1 = h2/8mL2 when n= 1. This is known as the zero point energy. The next
energy level up is n= 2, which gives E2 = 4h2/8mL2 = 4E1. Like standing waves,
the electrons of an atoms can take on only very specific energies (or wavelengths).
Electrons in the highest occupied energy level are called valence electrons.When
an electron in an atom drops from one energy state to a lower state, a photon is
emitted. Contrarily, a photon will be absorb after the electron jumps from one
energy to a higher state. The photon which is regarded as massless chargeless
“packlet” of electromagnetic radiation, behaves like a wave and like a particle at
the same time. So do electrons.

1.5 Fermi-Dirac Distribution and Fermi Energy

Whether it is metal, semiconductor, or insulator, all materials have free electrons.
Insulators have very few electrons, while conductors have many electrons. Semi-
conductors have electrons falling somewhere in between.These free electrons are
not entirely free, however; they are beholden to the same laws as other electrons.
The probability that a particular energy level is described by a probability density
function f (E).The distribution of energies forT > 0K is given by the Fermi–Dirac
distribution function (or called Fermi function) (Figure 1.1):

f (E) = 1
exp[(E − EF)∕kBT] + 1

(1.10)

Here, EF is the Fermi energy, kB is Boltzmann’s constant (1.38× 10−23 J K−1), and
T is the absolute temperature of the solid.

E
0

f (E)
f (E)

EF

T = 0 K T > 0 K

E
0

EF

Figure 1.1 The Fermi–Dirac distribution function for a material at T = 0 K and at non-zero
temperature.
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The Fermi level is the highest filled electron level at absolute zero (0K). The
corresponding energy is called Fermi energy EF, that is, is the energy of the out-
ermost occupied energy level at 0K, and is simply the top-filled level in the band
in a metal and is usually of the order of 5 eV for metals [6]. At temperature above
absolute zero, some electrons in levels near toEF have sufficient thermal energy to
be promoted to empty levels above EF.The Fermi energy is a characteristic of the
material and depends upon the concentration of free electrons in the material.
In essential, the Fermi energy is the zero-point energy. In the absolute zero tem-
perature (T = 0) limit, f (E)= 1 for all E <EF, and f (E)= 0 for all E >EF. In other
words, all electron states below the Fermi energy EF, are filled, while all those
above EF, all the levels are empty. At non-zero temperature, f (E) describes the
fact that some electrons are thermally excited from states just below EF to states
just above EF. The highest filled electron energy range is called the valence band,
while the conduction band is the lowest range of vacant electronic states. Separat-
ing the valence and conduction bands is a gap in allowed energies called the band
gap. The valence band (VB) and conduction band (CB) are the bands closest to
the Fermi level and thus determine the electrical conductivity of the solid. Con-
ductors, semiconductor, and insulators are three solid forms. For a conductor, the
conduction bands and valence bands are not separated and there is therefore no
energy gap.The conduction band is then partially occupied (even at low tempera-
tures). Insulators are materials with exactly enough electron to keep their energy
levels fully occupied.Thus, the valence band of an insulator is completely full and
stable. If the band gap of amaterial between the valence band and the conduction
band is sufficiently small, is then called semiconductors. However, there is no so
called “official” cutoff separating semiconductors from insulators (Figure 1.2). It
should point out that EF for both metals and insulators does not correspond to
any physical electron state. It is a theoretical concept and just an energy value
that lies between the highest filled state and the next available state [6]. Again,
because all materials have at least some free electrons, the probability density
function applies to conductors, semiconductors, and insulators. In conductors,
the Fermi energy is in the middle of the highest occupied band. In semiconduc-
tors and insulators, the Fermi energy is the band gap. The concept of the Fermi
energy is a crucially important concept for the understanding of the electrical and
thermal properties of solids. Detailed discussion can be found in the physics of
electrons in solids book by Tanner [10].
The function f (E) gives the fraction of the allowed levels with energy E which

are occupied [11]. It should point out that f (E) is merely a mathematical model;

Conduction band

Conductor

Valence band

Conduction band

Valence band

Conduction band

Valence band

Semiconductor Insulator

Figure 1.2 The band gap of a conductor, an insulator, and a semiconductor.
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and because it is continuous, it indicates that energies inside the band gaps can
be occupied by electrons. In reality, energies inside the band gap are forbidden
to electrons, due to the discrete electron energies which are separated by the
band gaps.

1.6 Density of States

The small size of nanomaterials leads to them unique physical properties. One
of the major ways in which nanomaterials differ from corresponding bulk solids
in the number of available energy states, due to many of the optical, electronic,
and magnetic properties of a nanostructure depend critically on the density of
states (DOSs) g(E), represents the number of available states per unit of energy
at an energy E [6]. Hence the nanostructured properties of nanomaterials exhibit
a strong dependence on dimensionality. For example, in electronic transport the
DOS determines the number of states on the number of available states into
which they can be scattered. The DOS is not a constant within an energy band.
The two-dimensional DOS is a piecewise-continuous approximation to the
parabolic three-dimensional DOS in the relationship between DOS and energy,
the diverging DOS for one-dimensional quantum wire as the energy approaches
that of one of the subband minima, while zero-dimensional quantum dots
exhibit “total confinement” discrete DOS function [12]. Further, the distribution
of electrons within all the available states varies accompanied with temperature
[6]. Detailed knowledge on electronic transport in nanostructures can be found
in the quantum mechanics book by Ferry [12]. Optical transitions can occur
between the electronic bands if they are allowed by the selection rules. The
electronic and vibrational states of nanostructured materials are similar to free
molecules and atoms which have discrete energies, thus both the electronic
states and the phonon modes have discrete energies, but this is not the case
in a solid. Obviously, this continuum of states leads to continuous absorption
and emission bands for a solid [13]. The strength of an optical transition is
proportional to the joint density states which account for the fact that both
the initial and final electron states lie within continuous bands. The energy
dependence of the absorption follows the joint DOSs, and therefore exhibits
a very different form for nanostructures of different dimensionality [14]. Also
the magnetic susceptibility – a dimensionless proportionality constant – the
relationship between themagnetization and the appliedmagnetic field is affected
by the DOS. A magnet with a higher DOS at the Fermi level will have more
electrons that enter the conduction band. The more electrons in the conduction
band, the higher susceptibility for such a magnet, due to the motion of electrons
will create magnetic fields [7].
The DOS is a physical property of a material that can be calculated for elec-

trons, photons, or phonons, depending upon the quantummechanical system. It
is commonly symbolized byN and can be given as a function g(E) of either energy
E or a function g(k) of the wave vector k. For purely 1D, 2D, and 3D systems, the
DOSs are proportional to E(n−2)/2 [6].
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Figure 1.3 DOS plots for 0D (discrete
shape), 1D (inverse stepped
parabola), 2D (stepped parabola),
and 3D (parabolic shape).

The DOSs for 1D system:

g(E) = dN(E)
dE

= L
𝜋

(2m
ℏ2

)1∕2
E−1∕2 (1.11)

where L is the length of the solid in real space, m is the particular object of mass,
N(E) is the total number of states N with an energy less than our selected value
of E and is written: N(E), while the DOS g(E) represents the number of available
state per unit of energy at an energyE,m is the particlemass,ℏ is Planck’s constant
h/2p (1.0545887 × 10−34 J⋅sec, or 6.582173 × 10−16 eV⋅sec).
The DOSs for 2D system:

g(E) = dN(E)
dE

= Am
𝜋ℏ2 (1.12)

where A= L2 is the area in real space. And the DOS for a 2D solid is a constant.
The DOSs for 3D system:

g(E) = dN(E)
dE

= V
2𝜋2

(2m
ℏ2

)3∕2
E1∕2 (1.13)

where V = L3, is the volume in real space, E is selected value of energy.
For 0D system (quantumdots), there is no continuous distribution of states and

the DOSs takes the form of a spectrum of discrete energy values, which is similar
to that found for individual atoms.
The DOSs for zero-dimensional (quantum dots), one-dimensional (quantum

wires), and two-dimensional (quantum wells) materials compared to that of a
bulk semiconductor material are shown in Figure 1.3. Thus, we can say that bulk
materials have enough quantum states, while the nanomateials have fewer quan-
tum states. If we have even fewer quantum states, then we have the structures of
the molecules, further on, the atoms [15].

1.7 Quantum Confinement

When the volume of a solid is reduced to the small length in nanoscale system,
the energy band structure will be directly affected and the energy levels inside



1.7 Quantum Confinement 9

will become discrete, accordingly, will lead indirectly to changes in the associated
atomic structure. The electrons in the reduced-dimensional nanosystem tend to
behave more like the description for “particle in a box.” Such kind of effect is
known as quantum confinement [16, 17]. That means the electronic states are
more like those found in localizedmolecular bonds rather than those in a macro-
scopic solid.
There are three dimensions to confine, that is, quantum confinement in one

dimension-called qauntumwells, quantum confinement in two dimension-called
quantum wires, and quantum confinement in three dimension-called quantum
dots. It should be confined at least one of these dimensions to less than 100 nm,
or even to just a few nanometers, to obtain quantum confinement effect.
The small length scales presenting in nanosystem can not only change the

system total energy, but also change the system structure. As the system size
decreases, the allowed energy bands become substantially smaller than those in
an infinite solid. The electrons in this kind of reduced-dimensional system tend
to behave more like the “particle in a box” description in which the energy of
different states is dependent on the length of the box. Also as the system size
decreases, the chemical reactivity will be changed, which will be a function of the
structure and occupation of the outermost electronic energy levels. Accordingly,
the physical properties, such as optical, electrical, and magnetic properties,
which also depend on the arrangement of the outermost electronic energy levels,
will be changed.
The surface is important regardless how large or how small the material is.The

surface of a material depends on its size and geometric shape. Both the surface
area to volume ratio (S/V ) and the specific surface area (m2 g−1) of a system are
inversely proportional to the size of particle and both increase remarkably for par-
ticles with the size less than 100 nm in diameter. If an atom is located at a surface
then it is clear that the number of nearest-neighbor atoms are reduced, leading
to differences in bonding and electronic structure. Obviously, in a nanosystem,
a large proportion of the total number of atoms will be on the surface, while a
bulk solid material will typically have less than 1% of its atoms on the surface.
Thus, more dangling bonds will be present in the nanosystem, giving rise tomore
reactive active sites, because only the surface of an object is exposed to the reac-
tion and participates in the chemical and physical processes. Therefore, such a
reduced-dimensional nanosystem can be expected to have different physical and
chemical properties compared with the bulk solid.
If one dimension is reduced to the nanoscale range (i.e., one-dimensional

confinement, 1D confinement) while the other two dimensions remain large,
we generate a structure known as a “quantum well.” A quantum well is a
three-dimensional structure in which two dimensions are large, a third is in
the nanoscale range. If two dimensions are reduced to the nanoscale range and
the other one dimension remains large (i.e., 2D confinement), the resulting
structure is called a “quantum wire.” Nanotubes and other nanoscale wires can
be quantum wires. When all three dimensions are reduced to the nanoscale
range (i.e., 3D confinement) and quantum effects are observed, the resulting
structure is termed as “quantum dot.” Because quantum wells and quantum
wires each have at least one dimension in which the electrons are free to move,
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these structures are said to exhibit “partial confinement.” However, quantum
dots exhibit “total confinement.”

1.8 Top-Down and Bottom-Up Approaches to Construct
Nanostructures

Nanostructures can be fabricated in numerous ways, however, they can be
divided into two broad categories, that is, the bottom-up approach and the
top-down approach. The top-down approach to fabricate nanostructures is
extremely powerful and can generate effectively microscale objects, involving
the removal or reformation of atoms to create the desired structures. In the
top-down approach, we remove bulk material from one or more of the three
dimensions (length, width, height) of a larger solid, or cut bulk material to
fabricate the desired nanostructures with the appropriate properties. In the
bottom-up approach, we build low-volume structures by utilizing growth and
self-assembly to construct nanostructures from atomic and molecular precur-
sors, even nanoparticles themselves used as the building blocks for the generation
of complex nanostructures. We can also design properties and functionalities
of the nanostructured solid system by adjusting the size of the building blocks
and controlling their self-assembly processes. This approach is essentially highly
controlled chemical synthesis processes. Although the bottom-up approach
is nothing new, it plays an important role in the fabrication and processing of
nanostructures. When structures fall into nanoscale, there is little choice for
a top-down approach, because all of the tools from top-down approaches we
have possessed are too big to deal with such tiny objects [2]. Chemical synthesis
may be carried out in either the solid, liquid or gaseous state. More generally,
liquid phase chemical synthesis involves the reaction of solution of precursor
chemicals in either an aqueous or nor-aqueous solvent. Both of these methods
can produce a structure small enough for quantum behavior to manifest. The
bottom-up approach to fabricate nanostructures at the atomic and molecular
scale is the original vision of Richard Feynman, possibly using self-assembly
methods. Self-assembly can provide an effective spontaneous pathway for
constructing desired three-dimensional new materials whose structure at all
levels of construction, from the nanoscale to the macroscopic form [18].
It is regarded as the nanostructures synthesized by the bottom-up approach

usually have less defects, more homogeneous chemical composition, and better
short and long range ordering, which is driven mainly by the reduction of Gibbs
free energy, so that nanostructures are the products in a state closer to a ther-
modynamic equilibrium state. By contraries, the top-down approach most likely
introduced internal stress, besides surface defects and contaminations [2].
In order to exploit new applications, and understand the novel physical prop-

erties and phenomena of nanostructures, we must develop the ability for con-
structing nanostructures first.Many technologies have been explored to fabricate
nanostructures.
A major challenge of nanoscience and nanotechnology is to integrate the

top-down solid-state physics ways of fabricating structures and the bottom-up
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molecular-chemical methods of synthesizing structures, and develop various
strategies to reliably construct complex systems over all of the length scales
ranging from the molecular systems to the macroscopic systems that can
interface with people [19].
For nanotechnology, the central problem is not only to obtain new structure

and composition of material, but also to arrange and integrate building blocks
into new structures with new form and scale, which constructs new materials
with new properties, functions and novel applications. It is key to known which
size and shape a material must have for it to possess a particular property, func-
tion and application, and to design and to construct nanostructures with desired
length scale and shape.

1.9 Nanostructured Materials Based on Dimension

According to the form of products, we can group the nanostructures as follows:
(i) zero-dimensional (0D) nanstructures, such as nanoparticles and quantum
dots, synthesized by colloidal processing, and so on, (ii) one-dimensional
(1D) nanostructures, such as nanorods, nanofibers, nanowires, nanotubes,
and nanoribbons, synthesized by template-based electroplating techniques,
chemical vapor deposition (CVD) method, and so on, (iii) two-dimensional (2D)
nanostructures, such as graphene or graphene oxide nanosheets, synthesized by
the CVD method, or oxidation methods, and so on, (iv) three-dimensional (3D)
nanostructures synthesized by self-assembly of nanosized building blocks.
It is well known that nanostructured materials have different types ranging

from zero-dimensional quantum dots to one-dimensional quantum wires, two-
dimensional quantum well, three-dimensional complex nanostructures which
comprise of low-dimensional building blocks, where at least in one dimension,
there is spatial quantum confinement facilitating size-dependent electronic
properties [20].

1.10 Zero-Dimensional Nanostructures

In the 1980s, twomajor breakthroughs initiated the boomperiod of nanotechnol-
ogy.One landmark event is the discover of carbon fullereneC60, which is reported
by Sir HaroldW. Kroto at the University of Sussex, Richard E. Smalley and Robert
Floyd Curl, Jr. at the Rice University in 1985, whowere together awarded the 1996
Nobel Prize in Chemistry [21]. Another landmark event is the invention of scan-
ning tunneling microscope in 1981 by Gerd Binnig and Heinrich Rohrer at IBM
Zurich Research Laboratory, who together won the 1986 Nobel Prize in Physics.
Dr. John E. Kelly III, IBM, Senior Vice President, Cognitive Solutions and IBM
Research, evaluated this event that, “This invention gave scientists the ability to
image, measure andmanipulate atoms for the first time, and opened new avenues
for information technology that we are still pursuing today.”
C60 is an isolated molecule made up of 60 carbon atoms, connected together

as 60 apexes and 32 faces, among them 20 hexagonal and 12 pentagonal faces,
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Figure 1.4 C60 structure with different views.

symmetrically arrayed to form a molecular ball, similar to a soccer ball. Every
pentagon is surrounded by five hexagons. Each carbon atom is bonded to three
other carbon atoms by sp2 hybrid orbital (Figure 1.4). However, because of the
curvature of the surface there is about 10% sp3 character [22].
C60 is an extremely stablemolecule with the diameter of 7.10Å (0.710 nm) [21],

in the kinetic sense, with a carbon atom placed at each of the 60 vertices of the
structure, but it is not a stable molecule in the thermodynamic sense due to
extreme bond strain, which is regarded as the first zero-dimensional nanoarchi-
tecture [2]. Since it is very stable and does not require additional atoms for the
C60 molecule to satisfy chemical bonding requirements, it is expected to own
low surface energy. C60 has some unique properties, such as superconductiv-
ity [23], non-linear optical properties [24], reversible redox behavior [25], mag-
netism [26], and so on.
Beside C60 and other fullerene molecules, there are many other zero-

dimensional nanostructures, such as nanoparticles, nanoclusters, nanocrystals,
and quantum dots. 0D nanostructures are the simplest building block that may
be used for designing and constructing 1D, 2D, and complex 3D nanostructures,
and nanodevices.
Nanoparticles, is the term for particles between 1 and 100 nm in size regard-

less of size and morphology, which generally comprise all 0D nanoscale building
blocks. Nanoclusters usually refer to as those 0D nanostructures with at least one
dimension between 1 and 10 nm and a narrow size distribution. Nanocrystals
are usually referred to those ultrafine particles with at least one dimension below
100 nm, composed of atoms in either a single- or poly-crystalline arrangement.
Quantum dots are often used to define those nanoparticle that the characteristic
dimension is sufficiently small and quantum effects can be observed.
Nanoparticles may or may not exhibit size-related properties which are quite

different from those observed in fine particles or bulk materials [27]. Nanoparti-
cles have awide variety of applications, including as catalysts or catalytic supports
[28], and building blocks for electronic nanodevices [29] due to their unique elec-
tronic properties, as fluorescent biological labels [30], and biomedical imaging
[31] in biology andmedicine due to their unique optical properties, aswastewater
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treatment [32] and medical diagnostics and treatments [33] and drug and gene
delivery [34] for magnetic nanoparticles, and so on.

1.11 One-Dimensional Nanostructures

Carbon nanotubes were discovered by Sumio Iijima of NEC Laboratory in Japan
in 1991 [35]. In 1993, Iijima and Ichihashi at NEC Laboratory, and Donald
Bethune of the IBM Almaden Research Center in California, independently
discovered single-walled carbon nanotubes (SWCN) in 1993 [36, 37]. The indi-
vidual single-walled carbon nanotubes have very small diameter, typically∼1 nm
in diameter, and are curled and looped rather than straight (Figure 1.5) [38].
A SWCN is defined by a cylindrical graphene sheet with a diameter of about
0.7–10.0 nm, though most of the observed SWCNs have diameters <2 nm
[39]. SWCNs are called quasi-one-dimensional quantum structures, or pseu-
doquantum wires if we neglect the two ends of a carbon nanotube and focus
on the large aspect ratio of the cylinder. Carbon nanotubes have been demon-
strated that they present metallic or semiconducting properties depending
upon their precise structure and diameter [38]. Carbon nanotubes have great
impact in nanoscience and nanotechnology, due to their unusual electronic,
optical, magnetic, mechanical properties, as well as extraordinary thermal
conductivity making them idea building blocks for a wide range of applications.
For instance, carbon nanotubes find applications as additives to various struc-
tural materials [40], near-field microscopic probes [41], field emission-based
devices [42], chemical sensor [43], catalyst support [44], hydrogen storage [45],
biosensors [46], supercapacitors [47], and so on.
Besides carbon nanotubes, there are other one-dimensional nanostructures,

which have been called by a variety of names, including nanofibers, nanowires,
nanorods. Usually, the nanowires have a high aspect ratio than that of nanorods.
A great challenge with nanowires is to construct functional architectures with

Figure 1.5 Carbon nanotubes with different views.
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exceedingly high densities of nanowires, which is the basis for the development
of nanoscale electronic, optoelectronic and photonic circuitry.

1.12 Two-Dimensional Nanostructures

The 2010 Nobel Prize in Physics was awarded to Andre Geim and Konstantin
Novoselov “for groundbreaking experiments regarding the two-dimensional
material graphene” [48]. A one-atom-thick planar sheet of sp2 hybrid bonded
carbon atoms arranged in hexagon structure with 120∘ C—C bond angle,
that is, a monolayer of graphite is called graphene. Each carbon atom has
three nearest-neighbor carbon in the layer (Figure 1.6). This is a typical 2D
nanostructure. These carbon atoms are densely packed in a honeycomb crystal
lattice within a graphene sheet. Usually, graphene can be classified as monolayer
graphene, bilayer graphene, and few-layer graphene (3< layer number< 10).
The carbon–carbon bond length in graphene is about 0.142 nm. The interplane
distance between two adjacent graphene layers in AB stacked graphite is
0.335 nm [49].
Graphene displays a metallic (zero-gap) character. However, as the Fermi sur-

face is of zero dimension, the term semi-metal or zero-gap semiconductor is
appropriate [50]. Graphene exhibits the quantum Hall effect at room tempera-
ture [51], extremely high electron/hole mobility (>200,000 cm2 V−1 s−1 at room
temperature) [52], and high thermal conductivity.
These unique properties of graphene nanosheets making them a wide range

of applications. For instance, graphene find applications as a thin flexible
ultra-strong film and extremely good conductor applied in flexible electronics
due to the high thermal and electrical conductivities, the transparent, elastic,
chemically inert, and stable character for graphene nanosheets [53], graphene

Figure 1.6 Single-layer and di-layer graphene nanostructures with different views.
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transistors for high-frequency electronics [54], future ultrafast operation in
optoelectronic technologies due to its tunable optical properties, broadband
absorption ranging from UV to THz frequencies, and high electrical mobility
[55], graphene-based (chemically doped graphene nanoribbons) transistors
used in digital logic gates for [56], channel [57], resistive switch [58], storage
layer [59] for digital nonvolatile graphene memories, graphene membranes and
cantilevers for Mass sensors [60], graphene-based energy applications including
supercapacitors [61], lithium ion batteries [62], Ni–MH batteries [63], fuel cells
[64], and solar cells [65], and so on.
Two-dimensional nanostructures can be defined as a structure where only

one direction is restricted and is comparable to the exciton Bohr radius while
the other directions is not restricted, leading to quantum confinement. Thin
films are 2D nanostructures. There are many ways to form 2D nanostructures,
for instant, evaporation, molecular beam epitaxy, chemical vapor deposition,
atomic layer deposition, electrochemical deposition, electroless deposition,
spincoating or dip-coating of gel, Langmuire–Blodgett films, and self-assembly
monolayers [2, 16].

1.13 Three-Dimensional Nanostructures:
Superstructures and Hybrid Structures

Hierarchical nanostructures are three-dimensional materials, which grad-
ually grow from one parent structure into a more complex form [15]. The
self-assembly of nanosized building blocks can form 3D architectures [16]. And
usually self-assembled aggregates exhibit hierarchical structure. Bio-mimetic
self-assembly can not only form clearly defined hierarchical structures with
greater strength against external stresses such as mechanical, electric, or
magnetic force, but also exhibit higher stability against changes in environment
conditions such as pH, temperature, and pressure. It is important that many
self-assembly aggregates are strong enough to put up with unit operations and
even perform mechanical action under the right conditions. For example, lipid
bilayers formed by a self-assembly process have mechanical strength compa-
rable to stainless steel of the same thickness, yet they extremely flexible [18].
This makes the self-assembly 3D structures (Figure 1.7) [66, 67] to find many
applications. Self-assembly can form various three-dimensional structures. For
instant, spherical micelles, cylindrical rod-like micelles, bilayer sheets, and other
bicontinuous or tri-continuous structures can be generated from short chain
amphiphilic molecules via strong hydrophobic attraction between hydrocarbon
molecules [68].
Nanosized hierarchical structures are good candidates for use inmedical appli-

cations, environmental greening, and renewable sources of energy [15], such as
self-assembly delivery vehicles used as delivermaterials of interest on the specific
target [69], self-assembly nanoscale components into working electronics used in
nanoelectronics [70], superhydrophobic surface [71], photocatalytic agents [72],
and so on.
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20 nm

2.5 μm

(a) (b)

(c) (d)

2.5 μm

Figure 1.7 (a,b) SEM images of 3D WO3 nanostructures synthesized by a self-assembly
manner (Yin et al. 2013 [66]. Reproduced with permission of American Chemical Society.); (c,d)
SEM and TEM images of peonylike 3D Ni(OH)2 superstructures, respectively. (Cao et al. 2010.
[67]. Reproduced with permission from Wiley-VCH Verlag Gmbh & Co. KGaA, Winheim).

An aim of the book is to describe the synthesis methods developed for synthe-
sizing a range of nanoscale building blocks with strictly controlled dimension,
size, shape, compositions, and corresponding physical properties, and appli-
cations, including optical, electric, magnetic applications, superhydrophobic,
optical catalytic, energy-storage (such as lithium ion batteries, Ni–MH batteries,
supercapacitors), bioapplications, and so on.
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