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1.1 Introduction

In recent years, single-particle and single-molecule techniques have each become essential tools in the fields of biophysics and cell biology [1]. One of the main reasons for the strong impact of these techniques is that they provide crucial information that is averaged out in traditional ensemble methods. Among these new techniques, single-particle tracking (SPT) has constituted a remarkable new tool for the study of dynamics in biological processes.

Today, several fluorescence microscopy techniques have been developed to measure the motion of molecules, the two most widely used being fluorescence recovery after photobleaching (FRAP), which was developed during the 1970s by Axelrod et al. [2], and fluorescence fluctuation spectroscopy (FFS), which was established during the same decade by Magde et al. [3]. Some of the most important characteristics of these techniques are represented schematically in Figure 1.1. While FRAP averages, in time and space, the behavior of a large ensemble of molecules, FCS averages the behavior of a small number of molecules within the observation volume. In both cases, the mobility properties determined in these experiments correspond to the average behavior of the observed molecules. Such averaging may, however, be problematic. For example, one problem may occur in the complex environment of the cell, where particles can interact with multiple targets and result in populations with different mobility properties. Moreover, the dynamics of each population may change in time and/or space. In such cases, both FRAP and FCS will provide only limited dynamical information.

Although SPT was first applied in biophysics during the 1980s and 1990s [16–19], the number of applications of these techniques has since grown significantly, based mainly on advances in microscopy and labeling techniques which have led to significant improvements in the accuracy and speed of these methods. Such advances have also presented the possibility to study more complex processes, with better spatial and temporal resolution.
These fluorescence microscopy techniques were developed to follow the position of individual particles in time. Provided that the spatial and temporal resolution of the method is adequate, these trajectories can be analyzed statistically to extract quantitative information regarding the mechanism involved in the motion of the particle (for recent reviews, see Refs [8, 20]). Since the properties of
the particles are not averaged (as in bulk measurements), SPT represents an appealing technique to achieve the ultimate goal of understanding dynamics within cells.

In this chapter, we briefly describe the techniques that are used most often for tracking particles, and focus on recent advances in microscopy that have led to improvements in these methods. We discuss the different strategies employed to obtain information with regards to the axial position of the particle in image-based tracking approaches, and describe in detail a routine designed to achieve three-dimensional (3-D) tracking, using laser scanning microscopy. Finally, applications of the technique to the study of chromatin dynamics in interphase cells are demonstrated, the aim being to highlight possible applications for this new tracking procedure.

1.2 Image-Based Single-Particle Tracking Methods

The methods used most often to track fluorescent particles are based on recording images of the sample in a widefield or confocal fluorescence microscope as a function of time, and then locating the particle of interest in every recorded frame of the stack by using a specific algorithm (Figure 1.2).

In an optical microscope, a point-like particle forms a diffraction-limited image of width approximately equal to $\lambda/(2 \text{NA})$, where $\lambda$ is the wavelength of the light and NA is the numerical aperture of the objective. This diffraction limit implies that the image of the particle would have a diameter of $\sim 200$ nm for visible light. Thus, if particles are close to each other within this diffraction limit, it is not possible to determine their individual positions.

When the distances among particles exceed this limit, however, the position of each particle will correspond to the center of the intensity distribution of its image. In such cases, this position can be determined with high precision by using an algorithm that identifies the center of the distribution [21, 22]. For example, Yildiz et al. located molecular motors that had been labeled with single fluorophores, with an error of 1.5 nm, by fitting a Gaussian function to the intensity distribution of the fluorophore image [23, 24].

Recently, the present authors have designed a pattern recognition algorithm with 2 nm accuracy and 10 ms temporal resolution, which does not require the assumption of an intensity distribution function for the particle as it uses the particle’s own intensity profile [25]. This approach improves the precision with respect to other techniques when tracking particles of finite size. Moreover, the algorithm makes it possible to correct for an inhomogeneous background, which is ideal for tracking experiments in living cells.

Importantly, these approaches only provide information regarding the two-dimensional (2-D) motion of particles at the focal plane. Those particles that move away from this plane will change their intensity profile until they completely disappear from the image. Thus, these techniques have been mainly used to study
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processes that occur in two dimensions, such as the diffusion of membrane components \([26–28]\) and their transport along cytoskeleton filaments positioned within the focal plane \([16, 23]\).

When using the SPT routine, it is important to analyze the factors that determine the precision of the particle position calculation. Thompson et al. \([29]\) studied the theoretical sources of noise in the determination of particle position when fitting the image of a single fluorophore with a Gaussian distribution function and obtained the following expression:

\[
\langle (\Delta x)^2 \rangle = \frac{s^2}{N} + \frac{a^2}{12N} + \frac{8\pi s^4 b^2}{a^2 N^2}
\]  

(1.1)

where \(\Delta x\) is the error in the particle position, \(s\) is the standard deviation of the point spread function (PSF), \(a\) is the pixel size, \(N\) is the number of photons col-
lected, and $b$ is the background noise, which includes fluorescence coming from the background and the noise of the detector.

The first term arises from the photon noise, which results from the fact that photon emission is a random process that follows a Poissonian distribution. Thus, this error represents the fluctuations in the number of photons collected in a given temporal window. The second term is the pixelation noise, and is due to the finite size of the pixels. This noise arises from the uncertainty as to where the photon arrived in the pixel, and thus increases the apparent size of the image spot. Thompson et al. [29] demonstrated that, in practice, the pixel size should be in the region of the standard deviation of the PSF. The final term is related to the background noise, and represents the error introduced on the position determination by photons coming from sources other than the particle. Common sources of background noise include readout error, dark current noise, and autofluorescence of the sample.

1.3 Advanced Fluorescence Microscopy Techniques for Single-Particle Tracking

One of the main problems encountered with SPT approaches based on standard epifluorescence microscopy is that excitation occurs throughout the entire depth of the specimen. Consequently, fluorescence derived from regions far away from the focus will increase the background intensity, an in turn decrease the effective signal-to-noise ratio (SNR) of single particles at the focal plane. These out-of-focus regions are also unnecessarily photobleached and photodamaged. For single-particle tracking experiments, these factors will lead to reductions not only in the accuracy of the tracking but also in the effective duration of the tracking experiments.

Confocal microscopy (for a review, see Ref. [30]) constituted an improvement in widefield approaches due to its ability to reject out-of-focus light. In most commonly used confocal microscopes set-ups, the sample is excited by epifluorescence with a laser, while the objective collects the fluorescence emitted at the diffraction-limited volume. The emission passes through the dichroic mirror and an emission filter, is focused at an aligned confocal aperture or pinhole exactly in the primary image plane of the objective, and is then detected with a photomultiplier tube or avalanche photodiode detectors. Fluorescent light from above and below the primary image plane come to a focus elsewhere, and so must be defocused at the confocal aperture. Consequently, they will not reach the detector, which in turn will thus eliminate the blurring of images caused by out-of-focus light, as is observed in standard epifluorescence microscopes.

This simple set-up allows detection of fluorescence from a single point in the sample. To reconstruct an image, it is necessary to move either the sample or the excitation laser in such a way that the laser can scan a given region of interest. Generally, the excitation laser is raster-scanned by using two galvanometer scanning mirrors. In this conventional confocal set-up, the image acquisition fre-
frequency is normally less than 10 frames per second, because not only must the laser scan the sample, but it is also necessary to integrate the intensity signal during at least 10 μs per pixel. By contrast, the image acquisition time in widefield set-ups normally ranges from 1 to 30 ms [31–35], but may be as short as 25 μs [27]. Thus, conventional confocal microscopy is useful only for single-particle tracking studies of processes with very slow dynamics.

Modifications of this original set-up have been carried out for the observation of fast dynamics. In the spinning-disk confocal microscope, a rapidly rotating disk with an array of pinholes is used to generate an array of beams that are focused on the sample. The pinholes on the disk are arranged in a pattern that allows every location of an image to be covered when the disk is rotated. The fluorescence is collected through the same set of pinholes, and focused in a charge-coupled device (CCD) camera. Instead of scanning one point at a time, a spinning disk confocal microscope can measure the intensity of a thousand points of the sample simultaneously; consequently, the image acquisition frequency can be increased to approximately 300 frames per second (for a review, see Ref. [36]). Recent examples of the use of spinning disk confocal microscopy include the tracking of cytoplasmic and nuclear HIV-1 complexes [37], and the monitoring of mRNA transport [38].

Total internal reflection fluorescence (TIRF) microscopy represents an interesting alternative to standard epifluorescence microscopy for SPT experiments (for recent reviews, see Refs [39, 40]). In a TIRF microscope, excitation is achieved with an evanescent field generated by total reflection of the excitation laser. As this evanescent field decays exponentially with the distance normal to the surface, excitation of the fluorophores can only occur within 100 nm of the specimen surface. This presents a significant minimal reduction in out-of-focus background with respect to widefield and confocal approaches. Also, as no excitation occurs in regions far from the thin evanescent field, both photodamage and photobleaching are significantly lower than in standard fluorescence microscopy. Because of its strong dependence with the distance, SPT-TIRF microscopy has been used successfully to study the dynamics of biomolecules nearby, or inserted into, biological membranes [41], and the processes occurring at the coverslip surface [23, 42].

During the past decade, super-resolution, far-field microscopy techniques have successfully overcome the diffraction limit [43–50]. For example, stimulated emission depletion (STED) microscopy generates fluorescent focal spots that are smaller than what might be predicted according to the diffraction limit. In this type of microscope, the focal spot of an excitation laser is overlapped with doughnut-shaped spot of another laser of lower photon energy that quenches excited molecules in the excitation spot periphery by stimulated emission. As a result of the stimulated emission, the excitation volume is effectively reduced in size, such that resolution down to 20 nm can be achieved [43]. Imaging with these techniques usually takes longer than with conventional widefield techniques; consequently they are mainly applied to the study of fixed specimens [51–54]. However, in a recent study reported by the group of Hell, the STED-imaging of synaptic vesicles was demonstrated at video-rate in living neurons [55]. Clearly, a growing number
of applications of these exciting new techniques for SPT studies in living cells is to be expected in future.

1.4 Two-Photon Excitation Microscopy

Although two-photon absorption was originally predicted by Maria Göppert-Mayer in 1931, this important principle could not actually be demonstrated until the development of high-intensity lasers [56]. In fact, several more years were to pass until two-photon excitation was first applied to laser scanning microscopy [57], some excellent reviews of which are available [58–61].

Two-photon excitation (TPE) is a nonlinear process that involves the almost simultaneous absorption of two photons (∼10⁻¹⁶ s) that, in the simplest case, will have half of the energy required for transition to the excited state (Figure 1.3a). Two-photon excitation is typically achieved with near-infrared (NIR) excitation sources, because most common dyes used in fluorescence microscopy absorb in the ultraviolet (UV) or visible spectral region.

As the molecular cross-sections for two-photon absorption are very small, (∼10⁻⁵⁶ cm⁴ s per photon; [59]), high photon fluxes are required to achieve significant levels of fluorophore excitation. For this reason, TPE requires high-power continuous-wave lasers or femtosecond-pulse lasers that provide pulses of high intensity during brief periods of time, but have a low average excitation power, which limits the heating of the sample.

The TPE probability is proportional to the square of the laser intensity, which implies that TPE will only occur at the focus of the laser, where the photon flux is highest [60]. Figure 1.3b shows the emission volume obtained in a solution of a fluorescent probe under two-photon or one-photon excitation. While two-photon excitation occurs only in the femtoliter volume in which the laser was focused, one-photon excitation is also observed in out-of-focus regions.

![Figure 1.3 Two-photon excitation microscopy.](image-url)

- **(a)** Energy diagrams showing the electronic transitions occurring during one-photon (blue) and two-photon (red) excitation;
- **(b)** Emission volumes obtained in a fluorescein solution excited under one-photon (blue arrow) and two-photon (red arrow) conditions. The numerical apertures of the objectives used in this experiment were the same. Reproduced with permission from Ref. [60]; © 2000, Annual Reviews (www.annualreviews.org).
This intrinsic, optical 3-D sectioning capability is the most appealing characteristic of TPE for fluorescence microscopy, as it is possible to perform 3-D imaging as in a confocal microscope, without the need for a confocal pinhole. Moreover, as most biological samples do not absorb significantly in the IR range, the out-of-focus regions will not contribute to the background and so will not be photodamaged.

The background fluorescence in two-photon microscopy is also reduced by the fact that the excitation is significantly red-shifted with respect to the emission. Thus, it is easier to separate emission light from the excitation beam than in a one-photon experiment, where they may be spectrally close together. Another advantage of two-photon microscopy is that it can be used for imaging thick specimens; this is because the NIR light employed for the excitation is less scattered and absorbed than the UV or visible excitation light required for the excitation of common fluorophores in one-photon microscopy.

The main drawback of TPE fluorescence microscopy is that photobleaching within the focal volume, with laser power levels typically used in biological imaging, is usually much more extensive than would be expected for one-photon excitation, and may be attributable to higher-order resonance absorption [59].

1.5
3-D Tracking in Image-Based SPT Approaches

The initial methods developed for 3-D tracking utilized confocal or two-photon microscopy to achieve a z-sectioning of the specimen, and consisted of collecting z-stacks as a function of time. The resultant stacks of images were analyzed using a deconvolution algorithm to locate the particle of interest with high precision [37, 62]. However, these methods required the sample to be scanned several times, which made the tracking very slow for most applications.

One interesting possibility of obtaining the z-position of a particle simply by analyzing the 2-D images was proposed by Speidel et al. [63]. This group made use of the fact that the image of a point-like particle changes when it is defocused. The spot diameter increases and, for large z-displacements from the focus, ring intensity patterns are formed. Thus, the distance of the object to the imaging focal plane is encoded in the intensity pattern. Speidel’s group observed that the radius of the outermost ring was linearly related to the actual z-position, and used this relation to calculate the axial position of the particle (Figure 1.4). This method can be used to follow particles moving within a range of 3μm from the focal plane, with an accuracy of approximately 1 nm and a time resolution of about 100 ms. However, the accuracy in the radial position was seen to decrease with the distance from the focal plane, as the intensity of the off-focus images was spread over a higher number of pixels.

In order to improve the radial position accuracy, different groups have used multifocal imaging methods in which two or more focal planes about the
selected particles of interest were recorded, either with different cameras or on separate halves of a single CCD camera [64, 65]. The radial and axial positions of the particle which were obtained by analyzing the focused and defocused planes, respectively, could be determined with 2–5 nm accuracy and 2–50 ms time resolution [65].

A similar defocusing-based approach was previously followed by Kao et al. [66], who introduced a cylindrical lens into the detection optical path of a widefield fluorescence microscope, the aim being to generate axial astigmatism in the collected image. As a result, the images of point-like or spherical fluorescent particles were circular in focus but ellipsoidal above and below the focus, with the major axis of the ellipsoid shifted by 90° in going through the focus. Thus, the absolute z-position of the particle can be determined from the image shape and orientation. Holtzer et al. [67] further improved this method to track single quantum dots (QDs) in cells, and attained 6 and 30 nm accuracy in the lateral and axial position of the dots, respectively. Hence, this tracking routine appears to function for particles within 1 μm of the focal plane.

Recently, Saffarian et al. [68] established a new image-based 3-D tracking method that combines widefield and TIRF microscopy, based on the earlier studies of Sarkar et al. [69]. These authors determined, experimentally, the distance-dependence of the evanescent field and related the emitted photons of a single particle with its position in this field, achieving an axial accuracy of 10 nm.
Previously, it was noted that image-based 2-D tracking methods for confocal and TPE microscopy had very low temporal resolution, mainly because it was necessary to scan the laser through the region of interest. Moreover, 3-D tracking required the acquisition of a z-stack of images for each tracking time, which made the procedure even slower.

A completely different approach for tracking particles in three dimensions, using a TPE microscope, was introduced by the present authors’ group [70–72], based on the earlier studies of Enderlein [73].

In this approach, the laser is scanned in circles of diameter equal to the PSF radial waist surrounding the particle of interest. The fluorescence intensity is integrated at given points of these orbits as the laser moves around the particle. The scanner performs a given number of orbits, $n$, which are averaged to improve the SNR. When the laser has finished these orbits, a z-nanopositioner moves the objective to a different $z$-plane, where the orbits are repeated. The two $z$-planes are separated from each other by the $z$-waist of the PSF. The particle position is recovered from the intensity data obtained in a cycle of scanning (e.g., $n$ orbits in the two different $z$-planes), as described below.

Kis-Petikova and Gratton [70] and Berland et al. [74] have demonstrated that the fluorescence intensity ($F$) during scanning is a periodic function of time ($t$):

$$F(t) = \frac{2F_0/\pi}{1 + \lambda^2(z_p - z_s(t))^2/w_0^2\pi^2} \exp\left[-\frac{2\left((x_p - x_s(t))^2 + (y_p - y_s(t))^2\right)}{w_0^2 + \lambda^2(z_p - z_s(t))^2/w_0^2\pi^2}\right] + B \quad (1.2)$$

where $w_0$ is the beam waist, $\lambda$ is the wavelength, $B$ is the background intensity, and $F_0$ is a constant related to the peak fluorescence intensity. The subscripts $p$ and $s$ refer to the particle and the scanner coordinates, respectively. According to the description above, the scanner coordinates vary as a function of time as follows:

$$x_s(t) = r_{xy} \cos(2\pi f_{orbit} t)$$
$$y_s(t) = r_{xy} \sin(2\pi f_{orbit} t)$$
$$z_s(t) = \begin{cases} r_z & 0 < \frac{f_{orbit} t}{n} < 1, 2 < \frac{f_{orbit} t}{n} < 3, \ldots \\ -r_z & 1 < \frac{f_{orbit} t}{n} < 2, 3 < \frac{f_{orbit} t}{n} < 4, \ldots \end{cases} \quad (1.3)$$

where $r_{xy}$ is the $xy$-circular orbit radius, $r_z$ is half the amplitude of the $z$-square wave, $f_{orbit}$ is the frequency of the circular orbit, and $n$ is the number of circular orbits made before changing the $z$ position.

According to these equations, the absolute position of the particle $(x_p, y_p, z_p)$ is encoded in the fluorescence intensity registered during the tracking cycle. Figure 1.5a shows intensity profiles expected for particles situated at different positions.
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Figure 1.5 Tracking in a two-photon excitation (TPE) microscope. (a) The intensity profile determined along two cycles of the tracking routine is represented as function of the angle of rotation of the laser, for different relative positions of the particle with respect to the center of scanning (right panels). In the examples, each cycle of the tracking routine consisted in two orbits, each one at a different z-plane. The left panels show diagrams of the relative position of the particle (dark circle) with respect to the center of scanning. The laser orbits are represented as ovals. The arrow shows the starting point of the tracking cycle. The right panel shows the measured fluorescence intensity. (b) Schematic of the TPE microscope used for single-particle tracking experiments. PMT = photomultiplier tube. (c) The error for the orbiting-based routine (filled circles) was calculated as the standard deviation of the radial position recovered for a fixed particle after 1000 cycles of tracking in two dimensions. The background counts are the average number of counts measured during each cycle of the tracking routine in the absence of the particle. The background noise was assumed to have a Poisson distribution. For comparison, the error from the Gaussian-fitting routine (open squares) calculated from Equation 1.1 is shown. In both cases, it was assumed that the total number of photons detected from the particle was 12,000, either during one cycle of the circular-scanning routine or in one frame of the Gaussian-fitting routine. The pixel size and waist of the point spread function were 250 nm. (a) and (c) reproduced from Ref. [20] with permission from Springer Science+Business Media.
relative to the scanning center. Kis-Petikova and Gratton [70] demonstrated that the particle coordinates could be calculated from the phase and modulation obtained by fast Fourier transform (FFT) of the intensity signal measured during a tracking cycle. This approach is much faster than fitting Equation 1.2 to the intensity trace, and can be achieved “on-the-fly,” which is essential for this tracking routine.

The procedure, as described thus far, does not allow tracking of a moving particle as the intensity will drop to zero when the particle moves away from the center of the scan. In order to continuously track a particle, its position must be determined on-the-fly (as described above); then, using a feedback loop, the center of scanning must be moved to the new position of the particle where a new cycle of the tracking routine starts. In other words, during the tracking routine, the scanner follows the particle by changing its position to that calculated for the particle in the previous cycle. In an ideal tracking experiment, the scanner is always on top of the particle, such that the positions of the scanner and the calculated position for the particle are identical.

By using this procedure it was possible to locate single particles with a precision of 20 nm [71] in approximately 16 ms when tracking in two dimensions, and in 32 ms when tracking in three dimensions. As the laser follows the particle in three dimensions, the \( x, y \) and \( z \) ranges in which the tracking routine works are only limited by the working range of the \((x,y)\) scanning mirrors (see below) and the working distance of the objective, respectively.

A method related to the above-described orbiting method has been proposed by Lessard et al. [75]. Here, the experimental set-up is very similar to a confocal microscope, in that a one-photon excitation laser is focused on the sample, while fluorescence emitting from a particle located within the excitation volume is collected by four optical fibers. These fibers act as confocal pinholes, with each one coupled to an avalanche photodiode detector. The fiber faces are arranged in pairs such that their projection back into the sample space forms a tetrahedron. The 3-D position of the particle is recovered in 5 ms by analyzing the different signals collected by the detectors. Each pair of fibers is aligned to provide the position of the particle in the \( x \) and \( y \) axes; the two pairs of fibers are then offset along the optical axis, which enables location of the particle in the \( z \) direction. Based on the results of simulations, these authors reported an error on the particle position determination of approximately 200 nm. Tracking is achieved by using a feedback algorithm similar to that described before; the position of the particle is determined after a cycle of tracking, and the sample stage is then moved so as to bring the target closer to the center of the laser focus.

1.7 Instrumentation

In the two-photon microscope set-up used for the 3-D orbital tracking routine (see Figure 1.5b), a mode-locked titanium–sapphire laser is used as the excitation source. These lasers are ideal for two-photon microscopy because they provide
femtosecond pulses with a repetition rate of \( \sim 100 \text{ MHz} \), and can be tuned in the range of 700–1000 nm so as to cover the excitation of common fluorescent probes, including most of the variants of fluorescent proteins. The laser is then directed into the microscope by two galvomotor-driven scanning mirrors controlled by the voltage generated from a computer card. When the mirrors are synchronized to move with sine waves shifted by 90° relative to one another, the laser beam moves in a circular path, with a radius determined by the amplitude of the sine waves. The position of the center of scanning is given by the offset values of the sine waves.

The laser light is reflected in a low-pass dichroic mirror and focused onto the sample by the objective. Fluorescence emission is collected by the objective and passed through the dichroic mirror and a short-pass filter to eliminate any reflected excitation light. The emission beam then exits the microscope to the photomultiplier detector with single-photon counting capability, and the photons are counted using a data acquisition card.

To enable changes of the focal plane, a piezoelectric \( z \)-nanopositioner equipped with a linear voltage differential transformer feedback sensor, and operated in a closed-loop configuration, is placed below the objective. During each cycle of the tracking routine the computer card generates a square-wave voltage which drives the motion of the \( z \)-nanopositioner between two \( z \) planes that are separated by a distance given by the amplitude of the square wave. The position of the center of \( z \)-scanning is given by the DC offset.

1.8 Background Noise

It is predicted by Equation 1.1 that the position of a particle obtained by Gaussian fitting depends sensitively on the intensity of the background. In Figure 1.5c, it is shown that the determination accuracy of the particle position decreases abruptly upon adding a background representing a small percentage of the total counts. Thus, extreme care must be taken when using this method, and its application should be restricted to cases in which the brightness of the particle is high. In contrast, the precision of particle position determination when using a tracking routine based on circular scanning is approximately constant with the background intensity in a wide range, due to the fact that the FFT of the intensity signal is not affected by a locally homogeneous background noise. Thus, the orbiting method described here has a major advantage with respect to image-based approaches when dealing with samples that have high background levels.

1.9 Simultaneous Two-Particle Tracking

The main disadvantage of the orbiting method is that it allows the tracking of only one particle at a time, although the routine may be modified to recover the position
of two (or more) different particles successively. The tracking routine starts on top of one of the particles and, after one tracking cycle, the laser is moved to the position of the second particle to collect another cycle. When this second cycle is finished, the center of scanning is moved back to the position determined in the previous cycle for the first particle, and so on. In this way the positions of the particles are recovered alternately. This method does not require the particles to be at the same z-plane; rather, they can be followed even if they move several microns away from each other in the axial direction. The only requirement is that the particle is still in the vicinity where it was last seen when the algorithm returns. As the positions of the particles are recovered successively, the overall time resolution is cut in half; in other words, when tracking two particles, the time taken to obtain each particle position will be twice that required for the single-particle tracking mode.

The two-particle tracking option represents an interesting choice when conducting SPT tracking experiments in living cells, because the cells may migrate during the experiment and complicate any interpretation of the results. In some cases this problem can be corrected by using an internal reference—that is, a second particle located close to the studied particle. Then, if both particles are moving according to the same mechanism, the analysis of the temporal evolution of the distance between them will provide information regarding their motion [76]. Moreover, if one of the particles can be considered fixed, then the distance between them will provide information regarding the intrinsic motion of the particle [77].

1.10 Application: Chromatin Dynamics in Interphase Cells

The organization of chromatin in interphase nuclei has been the subject of much debate over the past decade [78], with several reports suggesting (e.g., [79–82]) that the chromosomes occupy well-defined volumes within the nucleus, termed “chromosomes territories.” In fact, a significant amount of evidence has accumulated recently pointing towards a model in which a specific local reorganization of regions of these territories occurs in order to activate transcription [81, 83–86]. These antecedents show that the spatial organization of chromatin is intimately related to gene expression. However, the most important – and as yet unanswered – questions relate to how the chromatin organization is achieved, and how specific regions change their position within the nucleus.

A major breakthrough in this field was made with the development of a method whereby specific DNA sequences in live cells could be labeled by the insertion of lac operator repeats at specific chromosome locations. This locus could then be detected through binding of the lac repressor protein fused to green fluorescent protein (GFP) and engineered to contain a nuclear localization signal [87, 88]. The fluorescently labeled sequence could be identified as a bright dot in the nucleus, which itself would be dimly fluorescent due to the unbound EGFP-Lac repressor
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(Figure 1.6a). The motion of this bright dot could then be followed, and the recovered trajectory analyzed to obtain information concerning the mechanism by which the tagged sequence had moved.

By using image-based tracking approaches, several groups have shown that, during interphase, the GFP-tagged chromatin loci undergo Brownian motion which is limited to a subregion of the nucleus [76, 89, 90]. This motion seemed to be more complex than constrained, passive diffusion, however. For example, Rosa et al. [91] showed that two chromosomal sites which exhibited a preferential association with the nuclear membrane were confined to regions of different size, with the site having higher levels of transcription exploring larger regions. Tumbar and Belmont [92] also showed that a specific DNA region in Chinese hamster ovary (CHO) cells could change its position, from the nucleus periphery to the center, in response to VP16 transcriptional activator.

One important factor that limits the temporal resolution and observation time window in studies of chromatin dynamics is that the motion of the labeled sequence is highly sensitive to photodamage [93, 94]. For example, Chuang et al. [94] showed that the motion of a tagged chromatin sequence was significantly altered after taking as few as 10 images when using a mercury lamp as an excitation source, under regular imaging conditions.

Subsequently, the dynamics of enhanced GFP (eGFP)-tagged chromatin sequences in interphase cells were reinspected by using the two-photon microscopy tracking technique described above [72]. As noted previously, TPE normally causes less out-of-focus photobleaching and photodamage than does one-photon excitation. In addition, the excitation laser moves within a very small volume of the cell during the tracking routine, and consequently does not introduce
any damage in regions far from the tagged sequence. For these measurements, a typical spatial resolution of 20 nm was employed at a temporal resolution of 30 ms.

The trajectories obtained for the eGFP-tagged sequence showed long periods of confinement in regions where the size was similar to the 30 nm fiber of chromatin. This probably reflected local, thermal fluctuations, interspersed by short periods in which the sequence moved approximately 150 nm and followed a curvilinear path. An example of one such trajectory, obtained by tracking the sequence motion in three dimensions, is shown in Figure 1.6b.

The presence of these jumps in position was intriguing, since (to the present authors’ knowledge) they had not been observed previously in any study relating to chromatin motion. Moreover, as the jumps occurred within a time range of 0.3–2 s, they could not be observed using a tracking method with a low temporal resolution. The characteristic jump distance of 150 nm was also similar to the spatial resolution of previously used methods.

The possibility of the jumps being due to motion of the nucleus was also eliminated by the use of a second cell line that presented multiple lac operator-repeats insertions, and also expressed the EGFP-lac repressor protein. Each of the insertions was visualized by fluorescence microscopy as a bright dot that was separated from neighboring dots by less than 1–2 μm. Whilst the trajectories of these labeled DNA sequences also presented jumps, they occurred independently from each other; this indicated that the jumps reflected local, short-distance motions of the chromatin sequence.

Consequently, a set of new, statistical tools was designed to obtain insight into the mechanism underlying the motion of the sequence during jumps. These analyses were complemented by experiments which tested the hypothesis derived from the statistical analysis. The statistical analyses were designed to compare the motion of the sequence during jumps with the predictions obtained by considering only a passive diffusion process. Ultimately, the results of all analyses indicated that, on average, the sequence moved fourfold faster than during the periods between jumps, and followed paths that were more rectilinear than might be predicted for random diffusion motion. Overall, these data suggested that an active process was responsible for transport of the sequence during short periods of time. Moreover, the hypothesis was supported by experiments which showed that no jumps occurred in the trajectories following ATP depletion. It appeared, therefore, that the jumps most likely reflected energy-dependent chromatin movements.

1.11 Conclusions

In recent years, SPT techniques have provided unique information with regards to the dynamics of processes in a wide variety of systems, most notably in the field
of cell biology. The relevance of these new techniques is reflected by the fact that the number of reports in which SPT has been applied has grown exponentially with time.

The main reasons for such growth has been the development of new microscopy techniques and their application to SPT studies, as well as improvements in the technology required (e.g., CCD cameras) and the development of new tracking routines. Together, these contributions have led to significant advances in both the speed and spatial resolution of SPT.

Over the past few years, much effort has been expended in the design of SPT techniques capable of recovering the trajectories of particles in three dimensions. In this chapter, we have described several methods designed to track in three dimensions, and also introduced a new technique which is based on a two-photon microscopy set-up and offers several advantages with respect to the classical, image-based methods. The new method has high spatial and temporal resolution and, in contrast to image-based approaches, is able to follow the particle even when it moves several microns from its original position. The level of photodamage to the sample, which is introduced during tracking with the orbiting method, is substantially low as the laser is consistently on top of the tracked particle such that the remainder of the sample is not exposed to the excitation light. The tracking is also relatively insensitive to the background noise, which makes it suitable for applications that involve high levels of background intensity, for example, in living cells.

One important characteristic of the orbiting tracking method is that the trajectory is measured on-the-fly, in contrast to other approaches where the trajectory of the particle is recovered \textit{a posteriori}. This major difference introduces a significant advantage, namely that as the laser focus is retained on top of the tracked particle, other spectroscopic parameters (e.g., fluorescence lifetime, emission spectrum, polarization, intensity dynamics) can be measured simultaneously with tracking of the particle [95]. For example, by measuring the fluorescence lifetime parallel to the tracking, the Förster resonance energy transfer (FRET)—and thus association events—can be precisely detected so as to provide information regarding the exact moment and position where the particle interacted with a given target labeled with a FRET acceptor fluorophore.

In a recent study, Hellriegel and Gratton [95] demonstrated the possibility of recording the fluorescence emission spectrum of different-colored fluorescent beads as they were followed in three dimensions using the orbiting-based method. This new capability was also applied to track small, fluorescently labeled protein assemblies in living cells.

This simultaneous multiparameter spectroscopy and 3-D tracking has opened a new window to exciting, new applications for SPT. In the future, tracking experiments will provide not only information with regards to the motion properties of the particle, but also information concerning the molecular parameters that may be used to construct a more complete view of dynamics in complex systems, such as the living cell.
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