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1.1
Introduction

The concept of fabricating electronic devices based on organic conjugated materials
dates back to mid-1980s, with the exploitation of the remarkable semiconducting
properties of p-conjugated small molecules and polymers [1–6]. Considerable
efforts have been made since then in both industry and academia to significantly
improve the lifetime and efficiency of such organic-based devices [7]; they have
resulted in the appearance on the marketplace of the first commercial applications,
in particular light-emitting displays [8]. However, major efforts are still needed to
understand and optimize all electronic and optical processes taking place in devices
and ensure a continuous increase of their performance. One key process in the
operation of most devices, which will be the focus of this chapter, is charge
transport [9].

The transport of electrical charges is indeed at the heart of the working principle
of the devices in the field of organic electronics. In organic light-emitting diodes
(OLEDs) [10], good charge transport properties (and hence high charge mobilities)
are required to reduce the impact of image effects upon charge injection, to confine
light emission into the bulk of the organic layers, and to limit exciton-polaron
quenching processes occurring at high polaron concentrations. In organic solar
cells [11, 12], high charge carrier mobilities are required to facilitate the dissociation
of the generated electron–hole pairs in their hot state (i.e., prior to their full nuclear
and electronic relaxation) [13, 14] and to limit the efficiency of recombination of the
generated free carriers along the way to the electrodes. In field-effect transistors
(FETs), optimal mobility values are desirable to yield short switching times between
on and off states and, by extension, to build organic-based electronic circuits with
high-frequency operation [15, 16].
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At the experimental level, charge transport is quantified via the charge carrier
mobility m that reflects the ease for holes or electrons to travel in a conducting
medium and is defined by

m ¼ vD
F

¼ dtot
ttot � F ð1:1Þ

where F is the amplitude of the electric field inducing charge migration, vD is the
drift velocity in the field direction, and dtot is the distance traveled by the charge in
the field direction during time ttot. The mobility is known to be governed by a
large number of parameters such as (i) the chemical structure and molecular
packing of the organic semiconductor [17–21]; (ii) the presence of impurities or
traps [22, 23]; (iii) the presence of static energetic disorder (also referred to as
diagonal disorder) introducing a distribution in energy of the electronic transport
levels (HOMO – highest occupied molecular orbital – for holes and LUMO –

lowest unoccupied molecular orbital – for electrons) [24–27]. The complex inter-
play between all these parameters generally makes the comparison among
experimental measurements rather difficult. Thus, theoretical modeling has
proven over the years to be a useful tool to shed light on the mechanism of
charge transport at the microscopic level and on the molecular parameters
controlling the charge mobility values.

The transport mechanisms of charge carriers in organic semiconductors are still
under debate. Depending on the nature of the materials and the degree of spatial or
energetic disorder, two extreme models are generally considered [9]. In highly
purified molecular single crystals, transport at low temperature operates in a band
model [28] similar to that prevailing in inorganic semiconductors, in which the
charge carriers are delocalized over a large number of molecular units. In this
regime, the charge carrier mobility is very high (up to a few hundred cm2 V�1 s�1)
at low temperature and is reduced with increasing temperature due to scattering
phenomena induced by the thermal activation of lattice phonons [29]. When the
temperature is further increased, the dynamical energetic and positional disorder
induced by the lattice vibrations strongly reduces the width of the bands (formed by
the interaction among the transport levels of the individual molecule) and tends to
localize the charge carriers. We then enter into a hopping regime in which polarons
(i.e., charges coupled to a local geometric distortion of the molecules) jump from
one unit to another to migrate across the organic layer [27, 30–36]. This hopping
picture is usually adopted to describe charge transport in systems characterized by
a significant static energetic and/or spatial disorder, such as amorphous materials
or many polymer thin films. Since all simulations are performed at room tem-
perature to describe transport in devices in standard operating conditions,
charge hopping thus appears to be a good model to provide a reliable description
of charge migration.

A hopping process can be conveniently described within the electron transfer
theories developed byMarcus and others; for a reaction such asM�

a �Mb !Ma�M�
b ,

a semiclassical description of the electron transfer process leads to an expression of
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the transfer rate between an initial state (charge localized onmoleculeMa) and a final
state (charge localized on molecule Mb) given by [37]

kET ¼ 2p
�h

jJj2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pkBTl

p exp �ðDG0 þ lÞ2
4lkBT

" #
ð1:2Þ

where

. T is the temperature and kB is the Boltzmann constant.

. J is the transfer integral that reflects the strength of the electronic coupling
between the HOMO (LUMO) orbitals of the two molecules involved in the hole
(electron) transfer.

. l is the total reorganization energy. It measures the strength of the so-called local
electron–phonon coupling, which arises from themodulation of the site energies
by vibrations.

. DG0 is the Gibbs energy associated with the hole (electron) transfer process.

This represents the energy difference between the site energies (or in a standard one-
electron picture between the HOMO (LUMO) levels) of the two interacting mole-
cules. DG0 is induced by the presence of energetic disorder and by the external
electricfield, which promotes a preferential direction for charge transport by creating
an energy gradient of the electronic levels [30]:

DG0 ¼ ðEf�EiÞ�e �~F �~d ð1:3Þ
where Ei and Ef are the energies of the transport levels on the initial and final sites
(often referred to as site energies), respectively,~F is the electric field vector, and~d is
the vector connecting the centroids of the electronic distribution associated with the
electronic level of the two individualmolecules. Interestingly, the chargemobility can
be inferred from such calculated transfer rates by injecting them into kinetic Monte
Carlo (KMC) algorithms [38, 39].Note that the semiclassicalMarcus theory assumes a
weak electronic coupling (nonadiabatic regime) and that all vibrations can be treated
at a classical level [9]. This simple formalism is generally adopted to provide useful
trends, whereasmore quantitative values are accessed by treating high-energymodes
at a quantummechanical (QM) level to account for tunneling effects; this is done in
Sections 1.5 and 1.6 using the Marcus–Levich–Jortner formalism.

Over the years, a large number of quantum chemical studies have been performed
to characterize the amplitude of the different parameters appearing into Marcus
charge transfer rates [40–53]. Most of these results have been obtained so far by
considering model dimers where parameters such as the intermolecular distance or
rotational angles are systematically varied or taken from experimental structures
determined by X-ray diffraction. However, a severe drawback is the lack of direct
comparison with many experimental measurements for which the exact molecular
packing is generally not known. This has recently motivated the coupling of force
field calculations, which can provide structural parameters, with a quantum chem-
istry approach, which allows an estimation of the electronic parameters. Force field
calculations make possible the search of structures minimizing the total energy via
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molecular mechanics (MM) approaches and the generation of trajectories by inject-
ing the force field into Newton�s equations in molecular dynamics (MD) simula-
tions [54, 55]. We stress that it is still a formidable task for quantum chemistry to
predict the molecular packing of organic semiconductors, primarily due to the poor
description of the van der Waals terms, though interesting developments are
currently made in conjunction with density functional theory (DFT) [56–61].

In this context, the main goal of this chapter is to review some recent works
showing the benefit of coupling force field and quantum chemical calculations to
shed light on the transport properties of organic semiconductors. The selected
studies focus onorganic conjugatedmaterialswidely investigated at the experimental
level to ease comparison between experimental and theoretical data and aim at
demonstrating that our modeling tools can be applied to both small molecules and
polymer chains. Section 1.2 deals with molecular crystals that are the best defined
systems andhence very attractive to understand intrinsic charge transport properties.
In many studies, the transfer integrals in molecular crystals have been computed on
the basis of the frozen crystal geometry, thus neglecting the impact of thermal
fluctuations. In this context, the work reported here addresses the impact of
intermolecular vibrations in single crystals of anthracene (ANT) and perfluoropen-
tacene on the electronic couplings and mobility values [62, 63]. In the previous case,
the forcefield calculationswere exploited to depict the lattice dynamics; however, they
also proveduseful inmodeling the packing of organic semiconductors into organized
nanostructures, as illustrated in Section 1.3 focusing on the molecular packing of
tetrathiafulvalene (TTF) derivatives and the resulting charge transport properties [64].
Since it is highly desirable to validate the structures provided by force field calcula-
tions, we introduce in Section 1.4 an original approach where X-ray diffraction
spectra are generated on the basis of the calculated structures to be compared to
corresponding experimental spectra; this is illustrated here for polythiophene chains
incorporating thienothiophene units in order to discuss their hole transport prop-
erties [65]. Section 1.5 further illustrates through a study of charge transport along
one-dimensional stacks made of phthalocyanine (PC) derivatives that lattice dynam-
ics can generate structural defects that are dynamic in nature [66]. Finally, Section 1.6
shows that layers adjacent to the transporting layer can also impact the charge
mobility values; in particular, we demonstrate the influence of the chemical structure
of the polymer dielectrics used in field-effect transistors on the charge mobility in
layers of pentacene [67].

1.2
Organic Single Crystals

1.2.1
Molecular Parameters for Charge Transport

In this section, we first illustrate the sensitivity of (i) the internal reorganization
energy to the nature of the molecular compounds, and (ii) the transfer integral to
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the molecular packing, by focusing on the single crystals of tetracene (TET),
pentacene (PEN), and perfluorinated derivatives (perfluorotetracene (PFT) and
perfluoropentacene (PFP) (see Refs [62, 63] for original references). Crystal and
chemical structures are presented in Figure 1.1.Oligoacenes form an important class
of hole-transporting semiconductors for organic field-effect transistors (OFETs);
however, it has turned out to be more difficult to achieve electron transport in these
materials. For instance, pentacene OTFTs exhibit electron mobilities of about
0.04 cm2V�1 s�1 [68]. Perfluorination is a successful strategy to convert a p-type
organic semiconductor into n-type because it increases the electron affinity (in
absolute terms) with respect to the parent molecule without strongly affecting the
molecular structure and hence favors electron injection in devices [69–77]. Transis-
tors based on perfluoropentacene exhibit electron mobilities as high as 0.22 cm2

V�1 s�1 and the combination of perfluoropentacene (n-channel) and pentacene
(p-channel) offers the possibility to fabricate bipolar transistors and complementary
circuits [73, 74, 78]; this justifies the choice of the four compounds under study. In a
second stage, we will describe the way the electronic coupling between adjacent

Figure 1.1 Chemical structures of the
oligoacenes examined in this study with the
notation used throughout the text. ANT:
anthracene; TET: tetracene; PEN:
pentacene; PFT: perfluorotetracene;

PFP: perfluoropentacene. Representation of
the crystal unit cell of the five molecules;
the labeling of the different dimers is also
displayed. Adapted from Refs [62, 63].
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molecules is affected by intermolecular vibrations in the crystal of anthracene and
perfluoropentacene and the impact on the charge mobility values. To do so, a force
field approach is required to depict the fluctuations inmolecular packing induced by
the intermolecular vibrational modes.

As illustrated inFigure 1.1, both perfluorinated andunsubstituted acenes present a
herringbone motif in the b–c (or a–b) planes; however, there are significant differ-
ences that are induced by the introduction of the fluorine atoms:

(i) The molecular planes of adjacent molecules along the herringbone diagonal
axis form an angle of �528 in PEN (TET), while these molecules are nearly
perpendicular (�918) in the perfluorinated crystals.

(ii) Although the interplanar distance within the p-stacks in PFT and PFP
(�3.25Å) is larger than that found in PEN (�2.55Å), the displacements
along the short molecular axis are much less pronounced and no long-axis
sliding is observed upon perfluorination (see Figure 1.1).

As a consequence of the differences in the mode of packing upon perfluorination,
the electronic couplings for nearest-neighbor pairs of molecules along the various
crystal directions are notably different. The transfer integrals between adjacent
monomers were evaluated using the PW91 functional and the TZP basis set as
implemented in the ADF package [79]. While in the perfluoroacene crystals, the
largest electronic couplings are found only for the p-stacked dimers along the b-axis
(i.e., for dimer B in PFP, Jh¼ 132meV for holes and Je¼ 73meV for electrons), in
the unsubstituted oligoacenes, large couplings are also present along the diagonal
directions within the a–b plane (i.e., for dimer D1 (D2) in PEN, Jh¼ 51 (85)meV
and Je¼ 82 (81)meV) [9, 42]. For comparison, the electronic coupling between
p-stacked dimers (dimer A for PEN and dimer B for PFP) (Figure 1.1) increases
by a factor of�4 for holes (electrons) in PFP versus that of the parent PEN, whereas
values up to 40 times smaller are found for the face-to-edge dimers along the
diagonal directions (i.e., for dimer D in PFP, Jh¼ 2meVand Je¼ 3meV). This is not
surprising since the electronic coupling is driven by wavefunction overlap, which is
expected to be much higher in a 518 tilted PEN dimer than in the perpendicular
(�918) PFP dimer.

The internal reorganization energy li can be estimated as the sum of two
components: (i) the difference between the energy of the radical cation in its
equilibrium geometry and that in the geometry characteristic of the ground state,
and (ii) the difference between the energy of the neutral molecule in its equilibrium
geometry and that in the geometry characteristic of the charged state. Upon oxidation
and reduction, the major geometrical changes in the perfluoroacenes occur not only
on the C�Cbonds as found for their unsubstituted counterparts but also on the C�F
bonds since a small electron density is observed on the peripheral fluorine atoms in
the HOMO and LUMO wavefunctions [62]. The DFT estimates of the internal
reorganization energies are found to be twice as large in the fluorinated systems
for both holes and electrons (see Table 1.1). As the size of the system increases, that is,
when going from PFT to PFP, li decreases as expected (by �0.035 eV in the case of
holes and �0.060 eV in the case of electrons). It is also possible via a normal mode
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analysis to decompose the intramolecular reorganization energies into individual
contributions from the intramolecular vibrational modes (see Figure 1.2). This
analysis shows that the main contributions to li in perfluoroacenes come from
C�C/C�F stretching modes in the 1200–1600 cm�1 range.

1.2.2
Influence of Intermolecular Vibrations

We now turn to the description of the influence of the intermolecular vibrations on
the transfer integrals (also referred to as the nonlocal electron–phonon couplings)
[36, 80–83]. For the sake of illustration, we will show how this can be assessed by
relying on molecular dynamics simulations in the case of the anthracene and
perfluoropentacene crystals. This choice is motivated by the fact that these two
crystals provide a large variety of transfer integral distributions at room temperature
(Figure 1.3).

In the equilibrium crystal geometry optimized with the COMPASS [84] force field
(see Table 1.2 for lattice parameters comparison to experiment), significant transfer

Table 1.1 Reorganization energies li (in eV), associated with the hole and electron vibrational
couplings, calculated at the B3LYP/6-31G�� level.

li (Holes) li (Electrons)

APa) NMb) AP NM

PFT 0.258 0.259 0.289 0.286
TET 0.112 0.108 0.160 0.156
PFP 0.222 0.222 0.224 0.225
PEN 0.092 0.092 0.129 0.127

Adapted from Ref. [62].
a) Values calculated from the adiabatic potential (AP) surfaces for the neutral and charged species.
b) Values obtained from a normal mode (NM) analysis.

Figure 1.2 Contributions of the intramolecular vibrational modes to the hole and electron relaxation
energy in PEN and PFP. Adapted from Ref. [62].
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integrals are calculated at the semiempirical Hartree–Fock INDO (intermediate
neglect of differential overlap) level only along the b-axis (Jh¼ 44meV, Je¼ 26meV)
and along the diagonal d-axis (Jh¼ 34meV, Je¼ 45meV); the transfer integrals are
vanishingly small between molecules located in adjacent layers, which suggests that
transport in this material is anisotropic. Note that the INDO method has been
preferred to DFT for the evaluation of the transfer integrals in this part of the work;

Figure 1.3 Probability distribution in arbitrary
units of the transfer integrals for the three
considered cases, as extracted from 5000
snapshots generated with the COMPASS force
field. The transfer integrals calculated at the
INDO level are reported both with their proper

sign (left) and with their square value (right).
When justified, the distribution has been fitted
with a Gaussian function; the average value h Ji
and the standard deviation s are also reported.
Adapted from Ref. [63].
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indeed, it would be prohibitive to compute at the ab initio level the transfer integrals
for thousands of snapshots extracted from MD runs, especially with the goal of
extending this approach to more amorphous materials. The approach used to
evaluate transfer integrals at the INDO level is detailed in Refs [85, 86]. In the
equilibrium PFP crystal geometry, significant transfer integrals are calculated at the
INDO level only along the b-axis (Jh¼ 156meV, Je¼ 127meV), while very small
values are obtained along the c- and diagonal axes, in good qualitative agreement with
the DFTresults. This implies quasi-one-dimensional transport when neglecting the
impact of lattice dynamics.

Figure 1.3 portrays the distribution of transfer integrals for theHOMOand LUMO
levels in dimer D of ANT (along the herringbone direction). This distribution has
been calculated at the INDO level from 5000 snapshots generated with COMPASS
and separated by 30 fs. In each case, we display the transfer integrals with their actual
signs as well as the square values since the transfer integrals enter in the Marcus
expression of transfer rates as squares; note that a positive sign implies that the
negative combination of the two individual levels corresponds to themost stable level
(i.e., HOMO-1 level) in the dimer and vice versa. Similarly, we report in Figure 1.3 the
distribution of the transfer integrals estimated at the INDO level for the LUMO of
dimerDof PFP, as extracted from5000MDsnapshots. Periodic boundary conditions
are used in all MD simulations and the size of the supercell is chosen such as
the dimers of interest are surrounded by a full shell of neighboring molecules
in order to prevent artificial symmetry effects (4� 4� 3 molecules for ANTand 4�
6� 3 for PFP).

The selected distributions of transfer integrals reported in Figure 1.3 allow us to
identify different degrees of impact of the lattice vibrations on the charge transport
properties when compared to the equilibrium geometry. Hereafter, we distinguish
among various cases by considering the ratio g¼ |h Ji/s|, with h Ji being the average
value of the transfer integral in the distribution (i.e., corresponding to the center of
the Gaussian distribution) and s the standard deviation of the Gaussian distribution,
as well as the inverse of the coherence parameter; the latter has been defined as
h Ji2/h J2i in previous studies [87]. When the frequency of the intermolecular

Table 1.2 Lattice parameters of the anthracene and perfluoropentacene unit cell, as provided by the
COMPASS force field and experimental X-ray diffraction data. (Cell lengths are in Å.).

a b c a b c

Anthracene
COMPASS 8.30 6.01 11.07 90.0� 125.6� 90.0�

Experimental [93] 8.55 6.02 11.17 90.0� 124.6� 90.0�

Perfluoropentacene
COMPASS 14.89 4.87 10.58 90.0� 92.2� 90.0�

Experimental [74] 15.51 4.49 11.45 90.0� 91.6� 90.0�

Adapted from Ref. [63].
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modes (�1012 s�1 for vibrational energies of 5–20meV) is larger than the hopping
frequency, the role of the lattice vibrations can be accounted for by injecting the
corresponding h J2i value into the Marcus rate associated with a given jump, as
generally done in the description of biological systems [87]. In contrast, when the
frequency of themodes is smaller than the hopping frequency, each jump occurs at a
rate extracted from the h Ji2 distribution. These two cases can be referred to as
�thermalized� and �static� limits, respectively. The actual situation often lies in
between these two extreme cases in organic semiconductors. Since s2¼h J2i� h Ji2
for a Gaussian function, we can write

h J2i
h Ji2 ¼

1
g2

þ 1

� �
ð1:4Þ

When g is large (small width s), h J2i� h Ji2 and the impact of the lattice vibrations is
expected to be weak. In contrast, smaller g values imply that h J2i becomes signif-
icantly larger than h Ji2 and that theMarcus transfer rates in the thermalized limit are
globally increased by the lattice vibrations compared to the equilibrium crystal
geometry. In this framework, the impact of the lattice vibrations in a given crystal
can be described from the trends observed for all inequivalent dimers found in the
periodic structure of the molecular crystal.

A first scenario is obtained when the distribution is found to have almost entirely
positive or negative transfer integral values and can be fittedwith aGaussian function
centered close to the value for the equilibrium crystal structure; this is the situation
for the LUMO of ANT (Figure 1.3) [88]. In this case, g¼ 2.1 and h J2i/h Ji2¼ 1.2. The
impact of the lattice vibrations is thus moderate owing to partial compensation
between the slower and faster jumps compared to the average h Ji value. In the case of
ANT, a similar distribution is obtained for all possible inequivalent dimers for
electron transport, thus suggesting that globally the lattice dynamics only slightly
perturbs the charge mobility values. Another case occurs when the transfer integral
calculated for the equilibrium geometry is vanishingly small and yields a Gaussian
distribution centered around zero when the lattice dynamics is included; this is the
situation for the LUMO of PFP for transport along c (Figure 1.3). Here, g¼ 0.01 and
translates into a huge value for the ratio h J2i/h Ji2¼ 5200. The intermolecular
vibrations thus open new hopping pathways along c, thereby increasing the di-
mensionality of the charge transport in the crystal, which might prove important in
the presence of structural defects. Finally, an intermediate situation is observedwhen
the distribution of the transfer integrals has a Gaussian shape and is found to have
both positive and negative values, with the average of the Gaussian distribution
matching closely the transfer integral value characteristic of the equilibrium crystal
structure. This is the case for theHOMO in dimerD of ANT (Figure 1.3) that exhibits
a much larger broadening than the LUMO, despite the fact that the transfer integral
values are similar for the two electronic levels in the equilibrium geometry. Here,
g¼ 0.8 and h J2i/h Ji2¼ 2.5, thus leading to an enhancement of the transport
properties in the thermalized limit compared to the mobility values computed for
the equilibrium crystal geometry.
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1.2.3
Charge Mobility Values

The influence of lattice dynamics has been further assessed by performing kinetic
MonteCarlo (MC) simulations of electron transport in theANTandPFP crystals,with
structural parameters extracted from the MD simulations and microscopic charge
transport parameters calculated at the quantum chemical level [63]. Since our goal
here is not to provide absolute values of the charge carrier mobilities, we have
considered a pure hopping regime for charge transport with the transfer rates
between two neighboring molecules i and j calculated according to the simple
semiclassical Marcus expression (see Equation 1.2). We have used an internal
reorganization energy for electrons of 196 meV for ANT [49] and 224 meV for
PFP [62], as calculated at the DFT/B3LYP level from the adiabatic potential energy
surfaces of the neutral and charged states; the external part has been neglected here.

The charge mobility values have been evaluated using a single-particle biased
Monte Carlo algorithm inwhich a charge initially positioned at a random starting site
performs a biased random walk under the influence of the electric field [89]. At each
MC step, the time for the charge at site i to hop to any of the six neighboring sites j is
calculated from an exponential distribution as

tij ¼ � 1
kij

lnðXÞ ð1:5Þ

with X being a random number uniformly distributed between 0 and 1 and kij the
Marcus transfer rate. The hop requiring the smallest time is selected and executed;
the position of the charge and the simulation time are then updated accordingly. A
transit time ttot averaged over 10 000 simulations is calculated for the charge
migration over a distance dtot along the field direction. The charge carrier mobility
is ultimately evaluated from Equation 1.1 for an applied electric field F in a given
direction within the molecular layer. The charge samples a periodically repeated cell
consisting of a single layer of 32 molecules.

The impact of lattice dynamics on the charge mobility values has been assessed by
using Marcus transfer rates involving (i) the square of the electronic coupling
averaged over theMD snapshots h J2i for all inequivalent dimers (thermalized limit),
(ii) the square of the average coupling h Ji2 of the dimers corresponding to the center
of theGaussian distribution and hence to the electronic coupling characteristic of the
equilibrium geometry at room temperature, and (iii) instantaneous Jij andmolecular
positions for selected MD configurations (static limit). In this case, the mobility is
then averaged over all molecular frames (1000MD frames separated by 30 fs).

The results are summarized in Figure 1.4, which displays a polar plot of the
electron mobility for the ANT and PFP crystals at T¼ 300K for an applied electric
field of 250 kVcm�1 (such a field is in the typical range of time-of-flight (TOF)
experiments). For the ANTcrystal, we have calculated the two-dimensional electron
mobility plot within the a–b plane. For small values of the electric field, the transport
is nearly isotropic, with a small enhancement along the a-axis direction observed for
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cases (i) and (ii). The plot shows that the charge carrier mobility is enhanced in the
thermalized limit when replacing h Ji2 by h J2i in Equation 1.2, in agreement with the
calculated g ratios equal to 1.2 and 1.5 for dimers D and B, respectively. There is an
increase of�23% along a and of�6% along b, leading to calculatedmobility values of
me¼ 1.74 and 1.70 cm2V�1 s�1, respectively, in the hopping regime. In contrast, the
charge mobility calculated in the static limit by averaging over a large number of
frozen geometries in the course of the trajectory is lower than the value computed
from the equilibrium structure. The mobility values obtained using the equilibrium
structure are within the range obtained from the various individual snapshots. We
note that although our approach is not expected to provide absolute values of the
mobility in these crystals, themagnitude of the calculated room-temperature electron
mobility in ANT is in good agreement with experimental values [90–92].

In the case of the perfluoropentacene crystal, we observe a pronounced anisotropy
in the mobility within the b–c plane that reflects the large variations in the amplitude
of the electronic coupling along the different directions (see Figure 1.4). Electron
mobility values are very low for transport along the c direction, while the highest
values are obtained for transport along the b-axis. As in the case of anthracene, an
increase in the mobility is found in the thermalized limit compared to the value
characteristic of the equilibrium structure when injecting h J2i values in the transport
simulations. This enhancement is observed for all directions within the b–c plane. In
particular, we find an increase of �45% for a deviation of 58 with respect to the c
direction, which is further substantially amplified when approaching a 08 deviation.
Though there is clearly the opening of a new conducting pathway along the c-axis
induced by lattice dynamics, transport along this direction remains strongly limited

Figure 1.4 Polar plot of me within the a–b plane
for anthracene (left) andwithin the b–c plane for
perfluoropentacene (right) crystal at T¼ 300 K
and for an applied electric field of 250 kV cm�1.
Solid lines refer to MC simulations using the
values of h J2i characteristic of the equilibrium

structure (thermalized limit) and bold dotted
lines refer toMC simulations using the values of
h Ji2. In the left panel, dashed lines are
associatedwithmobility values averagedover all
MD snapshots within a static limit. Adapted
from Ref. [63].
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due to the two-dimensional character of the system that favors electron migration
in the directions exhibiting the largest electronic couplings. The electron mobility
increases by �10% in the thermalized limit along the b-axis to reach a value of
5.1 cm2V�1 s�1.

1.3
Tetrathiafulvalene Derivatives

The creation of circuits at the nanoscale is important forminiaturization of electronic
devices. Candidate components for the wires in the circuits are generally considered
to be conventional metals [94] or carbon nanotubes [95]. However, several reports
have shown the possibility to form supramolecular wires [96, 97] by a bottom-up
approach [98], using organic molecules that self-assemble [99] at a surface under
ambient conditions from a solution. Recently, interest has focused on tetrathiaful-
valene as functional component, since compounds of that family can behave as
conductors and superconductors in a crystalline environment [100]. Intrinsically,
these p-electron-rich units tend to adsorb flat on a graphite surface, which precludes
the formation of nanowires [101, 102]. In order to overcome this problem, the TTF
molecules have been functionalized by introducing amide groups in the structure to
generate hydrogen bonds [103, 104], which are expected to modify the molecular
orientation of the TTFunits and create one-dimensional assemblies. We will refer to
this compound as TTF-1; its molecular structure is shown in Figure 1.5a.

Scanning tunneling microscopy (STM) investigation of the self-assembled mono-
layer of TTF-1 at the solvent (octanoic acid)/HOPG graphite interface shows equally
spaced continuous lines of high tunneling current, indicative of the formation of
supramolecular rod-like fibers at the surface (Figure 1.5b and c). The fibers are
separated by 4.65� 0.15 nm, that is, approximately the length of one extended
molecule of TTF-1. Assuming that the bright spots in the images correspond to
themolecular TTFmoieties, the distance between TTFunits within afiber is found to
be approximately 0.44� 0.03 nm. These observations indicate that the planes of
the TTFmoieties are not parallel to the HOPG surface (the spots are too close), but
are tilted with a high angle with respect to the surface plane. In such conformation,
the TTF moieties are expected to interact with each other rather than with the
graphite, leading to the formation of a delocalized p-system that extends along the
columnar structures.

In this context, force field calculations have been performed to describe at the
atomistic level the organization of the TTFmolecules in the nanowires (see Ref. [64]
for the original publication). The goal of such calculations is twofold: (i) to explore in
detail the energetics and the role of the different and competitive interactions acting
in the assembly, and (ii) to provide a reliable geometry to calculate electronic and
optical properties for the system. Based on the structural information obtained at the
force field level, quantum chemical calculations have been performed at the DFT
level (using the B3LYP functional and a TZP basis set) to evaluate transfer integral
values along the stacks.
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Looking at themolecular structure of TTF-1, different and competitive interactions
can take place in the assembly since the molecules of TTF-1 are able to interact
through p–p stacking, involving the conjugated molecular cores, and through
H-bonding involving the amide groups, as shown in Figure 1.6a. These intermo-
lecular interactions are not the only ones acting in the system: the molecules also
interact with the solvent and with the surface. p–p stacking can also take place
between the conjugated molecular cores (TTF moieties) and the p-system of the
graphite, driving the molecules to physisorb flat on the surface. In view of all these
interactions and the huge number of degrees of freedom (molecular configurations
and orientations), the system is highly complex from the theoretical point of view and
the most suitable approach to model it relies on force field calculations.

Based on the information from the STM images, reasonable starting geometries
can be built formodeling the columnar stacks. The force field (hereMM3) is selected
by considering the type ofmolecules tomodel, as well as the ability of the forcefield to
describe the interactions that are likely to occur in the assembly. In order to avoid edge
effects, an infinite HOPG graphite is constructed by applying periodic boundary
conditions (PBCs) to the system. The unit cell is cubic and its size in the plane of the
graphite (XY) is tailored on the system. A slab of vacuum 50Å thick along the Z-
direction is used as a spacer between the unit cell and its periodic images to avoid

Figure 1.5 (a) Molecular structure of the
diamide tetrathiafulvalene derivative TTF-1.
(b and c) STM images of the TTF-1 monolayer.
In (c), some structural parameters are shown

(left: Iset¼ 0.45 nA, Vbias¼�0.463 V; the bar
length is 15 nm; right: 12.3� 14.7 nm). Images
obtained at the KUL University, Leuven,
Belgium.

16j 1 Charge Transport in Organic Semiconductors: A Multiscale Modeling



interactions along the third dimension. The effect of solvent has been to some extent
implicitly included using its dielectric constant to screen long-range electrostatic
interactions. The resulting model not only allows reproducing the experimental
geometry of themonolayer but also provides new useful data. Figure 1.6b shows part
of the structure obtained with the model, in which well-ordered stacks are clearly
visible. Molecules have their alkyl chains fully adsorbed on graphite and parallel to
each other along the stacks, forming compact alkyl rows. There is no interdigitation of
the alkyl groups. The TTFmoieties are edge-on with respect to the surface with a tilt
angle of about 808 and are all aligned to form p-stacking. The amide groups are
oriented in such away thatH-bondpatterns are formed onboth sides of the TTFunits
to bind themolecules together and hence tomaintain themolecular alignment along
the stack. Statistics of somemeaningful geometric parameters, such as the interstack
distance and the separation along the main axis of the stack between two adjacent
molecules, have been collected along the molecular dynamics trajectories and
compared with the information extracted from the STM images. The results are
collected in Table 1.3, revealing that the experimental morphology is fully consistent
with that predicted by the model.

The distance between the planes of the TTF conjugated core of adjacent molecules
is about 3.5 Å, that is, well in the range of action of intermolecular p–p interactions
between neighboring molecules. This has strong implications regarding the charge
transport capabilities of the stacks. Quantum chemical calculations were performed
to quantify the electronic coupling between two adjacent molecules in the stack. The
transfer integral is computed to be 134meV between their HOMOs, and 111meV
between the LUMOs. This indicates a strong coupling between the p-systems of the

Figure 1.6 (a) Schematic representation of a
dimer of TTF-1: the two conjugated cores are
cofacial and can interact via p–p stacking, while
amide groups can form H-bonds to link the
molecules together into 1D assemblies. In this
scheme, the long side chains are considered to
be parallel to the plane of the graphite surface
(XY plane), while the TTF moieties are

orthogonal to this plane (edge-on geometry).
(b) A model of two parallel stacks of TTF-1 on
HOPG, after periodic MD/MM simulations. In
blue is indicated the interstack distance and in
red the intermolecular distance within a single
stack. The green dotted line indicates the
distance between two adjacent alkyl chains.
Adapted from Ref. [64].
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molecules. According to H€uckel theory, for an infinite one-dimensional stack, the
width of the valence band and conduction band is four times the transfer integral
associated with the HOMO and LUMO levels, respectively, that is, 0.54 and 0.44 eV,
respectively. These large bandwidths show that those TTFstacks can act asmolecular
wires for both hole and electron transport [94].

1.4
Polythiophene Derivatives

Force field calculations can also be used to predict the packing of conjugated chains
and describe on that basis their charge transport properties. An original approach
validating the use of forcefield calculations via the simulation of corresponding X-ray
diffraction patterns is also introduced here (see Ref. [65] for the original reference).

Conjugated polymers are generally made of a conjugated backbone along which
alkyl groups are grafted to improve solubility. During film formation, these two
components self-segregate, often giving rise to a lamellar structure with stacks of
conjugated backbones separated by layers of alkyl groups,which act as insulators. The
lamellae can orient differently – parallel or normal – to the substrate, dramatically
changing the mobility in the plane of the film (by more than a factor of 100 for poly
(hexyl thiophene), P3HT) [105]. Such a high anisotropy reflects a transport of the
charge carriers that is much more efficient along the p-stacking direction and along
the backbones than through the layers of packed alkyl groups. The mobility is thus
maximizedwhen thep-stacking direction or the long-chain axes are aligned along the
flow of current, that is, when the lamellae are parallel to the substrate.

Poly(2,5-bis(3-alkylthiophen-2-yl)thieno[3,2-b]thiophene) (PBTTT) (see chemical
structure in Figure 1.7, top) has been recently shown to have improved stability to air
and light and higher mobilities (up to 0.6 cm2V�1 s�1 in long-channel and 1 cm2

V�1 s�1 in short-channel FETs) relative to P3HT, so far one of the most promising
semiconducting polymers [106, 107]. The structural ordering in thefilms shows large
lateral terraces extending over several hundreds of nanometers [106, 108]. Calcula-
tions of the transport properties carried out on model stacks of PBTTT and P3HT
oligomers indicate that the improvedmobility of PBTTT is not related to the nature of

Table 1.3 Comparison between theoretical and experimental meaningful geometric parameters.

Parameter Experiment Theory

Interstack distance (nm) 4.5 4.4
Intermolecular distance a (nm) 0.46 0.46
Intermolecular distance b (nm) — 0.35

The molecular distance a is the distance between two adjacent molecules along the main axis of the
stack. The molecular distance b is the distance between the two p-systems of adjacent molecules
(these data have not been provided by the analysis of the STM images). The two distances are not the
same since molecules are tilted and shifted with respect to the main axis of the stacks.
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the repeat unit, but instead could partly be linked to the relative positioning of the
chains [86].

So far, only few detailed packing structures have been reported for semiconducting
polymers in films since X-ray diffraction (XRD), the preferential structural analysis
method, generally gives too few well-resolved diffraction peaks, thus leaving

Figure 1.7 Top: Chemical structure of PBTTT.
Middle: Interdigitated polymorph of PBTTT
viewed along b (left) and c (right) and
represented in its preferential orientation with
respect to the substrate. Bottom left: Monomer
units of adjacent chains viewed orthogonally to
the backbone planes and with their relative
displacements indicated. Bottom right: ZINDO-
calculated transfer integrals J (in eV) between

HOMOs (top) and LUMOs (bottom) for two
adjacent PBTTT dimers separated by an
intermolecular distance of 3.6 Å. The transfer
integrals have been calculated for the simulated
geometry (in 0,0) and for different relative
positions of the oligomers obtained by sliding
one oligomer laterally (y-axis) and longitudinally
(x-axis); the dot represents the position of the
perfectly cofacial dimer. Adapted from Ref. [65].
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uncertainties about the structures. In contrast, PBTTT films have well-defined XRD
patterns due to the unprecedentedly high crystallinity and orientation of the polymer
chains, thus giving the opportunity to obtain an accurate evaluation of the film
structure by combining theoretical and experimental approaches. The systems
considered here are thin films (70–100 nm) of PBTTTsubstituted by dodecyl groups
(PBTTT-C12), which were spin coated on silicon oxide surfaces modified by octyltri-
chlorosilane, followed by annealing at 180 8C [106, 109]. The structure of the
crystalline domains of the films was inferred by simulation techniques, following
a procedure in four steps to funnel the search toward the equilibrium structure:

(i) The torsion potentials around the bonds connecting the thiophene units of the
PBTTT backbone were first evaluated to determine whether the backbone
adopts a planar conformation upon packing of the molecules. This
information is necessary as the next step consists in modeling the PBTTT
chain conformation in crystalline domains from a conformational search
performed on isolated molecules, that is, where packing effects are absent.
Data in the literature [110, 111] and our DFT calculations show that both
junctions can planarize easily upon packing. As a result, the junctions in
PBTTTwere set planar.

(ii) A conformational search was performed with the PCFF force field on a long
isolated oligomer. A lamellar organization of the polymers implies that
backbone layers and alkyl layers alternate, with a dense packing expected in
both types of layers. Few conformations of a polymer chain are compatible with
such an organization, thus requiring the use of both geometry and energy
criteria to select the best candidates. Six PBTTTconformers were generated, all
having alkyl groups that are out of plane with respect to the conjugated
backbone. The most stable conformer corresponds to an all-anti conjugated
backbone and has the best geometrical characteristics: the backbone is straight
(with bent backbones, helical or disordered structures occur), and the alkyl
groups are oriented in the same direction (in the solid state, this structure
favors a dense packing in the alkyl layer via tilting, interdigitation, and nesting).

(iii) A crystal cell was built containing one monomer unit (i.e., the substituted
thiophen-2-ylthieno[3,2-b]thiophene motif) repeated along the backbone
direction. The monomer unit was linked to its images in the neighboring
cells to produce an all-antipolymer chain. The initial parameters of the cell were
adjusted to reproduce an infinite stack of infinite polymer chains, with either
interdigitated (I) ornoninterdigitated (NI) alkyl sidegroups; those systemswere
optimized with the PCFF force field. The very good packing of the alkyl groups
in both polymorphs is related to their aptitude to tilt and orient differently with
respect to the backbone so as tomaintain an optimal density in the crystal. This
explains why the density does not changemuch fromNI to I (1.2 versus 1.3). NI
is much less stable than I, by 14.7 kcalmol�1 per monomer unit [65]. PBTTT is
therefore expected to be interdigitated (see middle of Figure 1.7).

(iv) Interdigitation has been further confirmed by simulating the 2DXRD patterns
of I and NI and comparing them to experimental patterns: the pattern of I fits
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the experimentmuchbetter than that ofNI. Still, thematching canbe improved
if we get rid of the small differences between the simulated and real cells
inherent to the approximations of the simulation methods. To do so, an
indexation of selected experimental spots was proposed from the simulated
pattern; the positions of these spots were then calculated varying systematically
the six cell parameters, andwere compared to the experimental positions using
a rms deviation criterion. Sets of parameters corresponding to the smallest rms
were applied to crystal cells, which were then optimized with these new cell
parameters set fixed. The 2D patterns were finally simulated and compared to
experiment. Figure 1.8 compares the experimental 2D pattern to that of the
simulated cell with refined parameters, showing a remarkable agreement
between theory and experiment. A detailed assignment of the experimental
spots is provided in Ref. [65].

Finally, the relationship between the supramolecular organization and the charge
transport properties was analyzed by computing the transfer integrals J between
PBTTT dimers at the INDO level. The initial relative positions and geometric
structures of the oligomers were extracted from the proposed cell. In order to assess
the influence of deviations from that packing geometry on charge transport, J was
calculated for different relative positions of the oligomers, as obtained by sliding one
oligomer laterally and longitudinally by steps of 0.5 Å, with the intermolecular
distance fixed at 3.6 Å. That distance corresponds to the interbackbone spacing
obtained in the simulated cell. The evolution of J for the HOMO (hole transport) and
LUMO (electron transport) levels is illustrated in the bottom part of Figure 1.7. The
transfer integrals are among the highest for the proposed structure (i.e., the 0,0
coordinate in Figure 1.7) for both holes and electrons. This result further supports
our analysis that the proposed structure is close to the PBTTT equilibrium packing

Figure 1.8 Experimental and simulated 2D XRD patterns of PBTTT for the interdigitated
configuration: a low level of disorder of the crystallites in the film (with a standard deviation s¼ 48)
and a small peak broadening (0.58) are considered. Adapted from Ref. [65].

1.4 Polythiophene Derivatives j21



geometry since it is consistentwith thehighmobility valuesmeasured for PBTTTand
points to the ambipolar transport properties of thematerial (provided that the charge
injection is optimized for both carriers, as observed recently for other polymers) [112].
Note that the transfer integrals can drop by at least one order of magnitude upon
small relative displacements (less than 1Å) of the chains, thus suggesting that the
conformational dynamics of the chains might affect transport properties.

1.5
Phthalocyanine Stacks

Liquid crystals (LCs) have attracted a lot of fundamental and technological interest
owing to their remarkable properties of self-assembly over large areas [113]. This
feature of LCs is of particular interest for the field of organic electronics that requires
well-ordered active materials to ensure efficient charge and energy transport.
Another advantage is the possibility to modulate the nature of the side chains
attached to the conjugated core to achieve a LC character at room temperature and
hence avoid the formation of grain boundaries due to the self-healing properties. We
focus hereafter on phthalocyanine molecules substituted by four alkoxy chains that
self-organize into one-dimensional columns [114]. Recently, PR-TRMC (pulse-radi-
olysis time-resolved microwave conductivity) measurements probing charge trans-
port at a very local scale have pointed to hole mobility values around 0.2 cm2V�1

s�1 [115]. On the other hand, time-of-flight measurements yield charge mobility
values on the order of only 10�3 cm2V�1 s�1 [116], thus suggesting that the presence
of structural defects strongly affects the charge transport properties. This apparent
discrepancy is rationalized here by combining molecular dynamics simulations to
characterize structural properties and kinetic Monte Carlo approaches to access the
charge transport properties (see Ref. [66] for the original reference).

1.5.1
Structural Properties

Atomistic MD simulations have been applied to a sample of 80 tetraalkoxy phtha-
locyanine molecules (see Figure 1.9 for chemical structure) described at the united
atom level (with hydrogen atoms condensed with the closest heavier atom) by using
the AMBER force field with periodic boundary conditions; the simulation time is
about 100 ns.

By progressively equilibrating within a cooling sequence at atmospheric pressure
the initial configuration of the system consisting of four columns of 20 regularly
stacked molecules arranged on a regular square lattice, a hexagonal lattice was
obtained in the temperature range 450–350K and a phase transition to the rectan-
gular lattice between 325 and 300K. This is in agreement with experimental data
showing a hexagonal to rectangular transition at 340K [114]; the rectangular phase is
characterized by a tilt of about 158 of themolecules with respect to the columnar axis.
The phase transition was confirmed by Arrhenius plots of the characteristic time of
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rotation of the x-axis (see Figure 1.10a), which allows singling out two different
regimes: at high temperature (columnar hexagonal phase), the alkyl chains display a
liquid-like behavior, so the columns can translate with respect to the other and
molecules can rotate around the columnar axis; at low temperature (columnar
rectangular phase), these motions become frozen.

The agreement with the experimental morphologies was further confirmed by
confronting the density values (MD: 1.08, 1.01, 0.99 g cm�3 at 300, 400, and 425K,
respectively; X-ray: 1.09–1.1 and 1.00 g cm�3 at 300 and 383K, respectively [114, 117])

Figure 1.9 (i) Chemical structure of the tetraalkoxy-substituted phthalocyanine molecules under
study featuring branched C12–C8 side chains. Schematic representation of a rectangular (i) and
hexagonal (ii) mesophase. Adapted from Ref. [66].

Figure 1.10 (a) Autocorrelation function of the
molecular axes x and z in the rectangular (empty
symbols) and hexagonal (filled symbols)
phases. In the inset, an Arrhenius plot of the
rotational time t1 associated with the x-axis
based on data at all simulated temperatures
shows the presence of two different regimes,
corresponding to hexagonal (high temperature,
thin dashed line) and rectangular (low
temperature, thick dashed line) phases. The
lines represent fits of t1 with the equation
t1(T)¼ t� exp(�EA/kT) for T> 325 K and
T	 325 K, respectively. In-plane rotational times

t1 were obtained at all simulated temperatures
by fitting in the 0–40 ns range the
autocorrelation functions of the main plot with
triexponential functions and integrating them
from t¼ 0 to t¼/. (b) Radial distribution of the
core hydrogens in the rectangular (dotted line)
and hexagonal (full line) phases, with explicit
assignment of the main peaks. In the inset, a
snapshot of seven molecules belonging to
different columns evidences the hexagonal
packing and the interdigitation of alkyl chains.
Adapted from Ref. [66].
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and by calculating the radial distributions of the inner hydrogens at 300 and 425K
on a larger sample made of 1440 molecules; the latter was built by replicating the
80-molecule cell and subjected to a simulation run of 5 ns. At both temperatures, the
distributions (see Figure 1.10b) are dominated at short distances (<25Å) by a
sequence of peaks centered at multiples of the intermolecular stacking distance
within a column. Their intensity is rapidly attenuated with increasing distance, in
agreementwith the short correlation length (around 3.7 nm) revealed by atomic force
microscopy measurements on spin-coated phthalocyanines of similar nature [117].
At larger distances, a broader peak associated with intercolumnar separations
appears at about 30Å and its multiple at 60Å, in full consistency with the X-ray
values of b¼ 29.8Å (at 300K) for the rectangular phase and a¼ 30.0 Å (at 383K) for
the hexagonal phase [114].

Since a hopping process involves a charge transfer between two adjacent mole-
cules, the characterization of the geometry of the dimers in the columns is of
key importance. To do so, each dimer was characterized by the relative translation
(Dx, Dy, Dz) between the centers of mass and the rotation angle q. The distribution
of (Dx,Dy) presents a cylindrical symmetry in the hexagonal phase that is lost at 300K
(Figure 1.11a), thus confirming the rotational freezing in the rectangular phase. The
configuration displaying two neighboring molecules with exactly superimposed
mass centers (Dx¼ 0, Dy¼ 0) clearly becomes disfavored at 300K following the
onset of a tilt angle in the columns.

The distributions of q (see Figure 1.11b) in the interval 0–1808 show in both phases
a broad peak extending between 608 and 1208, with a maximum around 908. The
latter geometry prevents the inner hydrogen atoms of the PC cores to get super-
imposed; this feature has also been predicted by DFT-D calculations for a dimer of
porphine [118] sharing structural similarities with PC.

Figure 1.11 (a) Two-dimensional probability maps of the horizontal displacements of the
intermolecular vector (Dx,Dy) in the rectangular phase. (b) Probability distribution of the rotational
angle q at 300 and 425 K. Adapted from Ref. [66].
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1.5.2
Charge Transport Properties

Since the transfer integrals are highly sensitive to the relative positions of the
interacting molecules [44], the differences in the distribution of geometrical para-
meters in the LC phases should translate into significant variations of the transfer
integrals along the molecular dynamics trajectory. To verify this hypothesis, we have
calculated all transfer integrals in the unit cell on the basis of 650 configurations
separated by 100 ps, which were extracted from theMD simulations. In both phases,
the transfer integrals are negligible between molecules located in adjacent columns,
so the charge transport is strictly one dimensional. Unexpectedly, in spite of the
different structural properties of the twomesophases, we obtain similar distributions
and similar average transfer integral values (60 and 58meV, respectively) for the
rectangular and hexagonal mesophases. Plotting the distributions in a log–log scale
clearly shows a tail associated with geometric configurations promoting very small
transfer integrals, which might thus act as traps.

Fast fluctuations of the electronic coupling are evidenced in Figure 1.12 showing
the evolution over 5 ps of the transfer rate from a given molecule to the nearest
neighbors (i.e., in a direction parallel and opposite to the applied electric field) in the
rectangular phase. The rates have been estimated here using the Marcus–Levich–
Jortner formalism [119] treating at the quantum mechanical level a single effective
intramolecularmode assisting the transfer, with an internal reorganization energy of
114meVcalculated at theDFT level for holes, an external reorganization energy set at

Figure 1.12 Time evolution of the transfer rate
along the electric field direction (d> 0, dark
curve) and in the direction opposite the field
(d< 0, light curve) in a trimer of PC molecules
extracted from a column. The left (right) circle

represents a situation when charge transfer is
more likely to occur along the electric field
direction (in the direction opposite to the electric
field). The inset shows the corresponding time
evolution of the transfer integrals.
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200meV for all hopping events, and an external electric field of 1000Vcm�1.
Interestingly, situations where the charge transfer in the direction opposite to the
electric field is more favorable do happen regularly and are not attenuated by the
presence of high electric fields (up to 106 Vcm�1). In these instances, the charge is
thus frozen out for afinite time over a part of the column that acts as a dynamic defect.
Such a defect is temporarily created by specific translations and/or rotations yielding
a geometry characterized by a very small transfer integral.

In order to get a deeper insight into the influence of such dynamical defects on the
transport properties, we have calculated the charge mobility along the stacks in
two different ways, namely, in a purely static limit and with an approach taking into
account lattice dynamics. In the static picture, we have propagated via Monte Carlo
simulations a hole in 650 snapshots separated by 100 ps extracted from the MD
simulation and have calculated the average hole mobility; in this case, since the
molecules are frozen during the KMC evolution, the lifetime of a defect is infinite.
Doing so, we obtain similarly low mobility values of 3.12� 10�3 and 2.92� 10�3

cm2V�1 s�1 in the rectangular and hexagonal mesophases, respectively. Interest-
ingly, the calculated mobility has the same order of magnitude as the value provided
by TOFmeasurements (m¼ 10�3 cm2V�1 s�1 [116]) for a very similar PC derivative;
this is consistent with the fact that the TOFmobility values are known to be limited by
the presence of static defects. In the dynamic approach, in view of the fast thermal
fluctuations, we have performed Monte Carlo simulations based on hopping rates
averaged for each dimer over the 650 snapshots. In this approach, the system is
defect-free and the transfer rate in the forward direction (i.e., parallel to the electric
field) is always larger than that in the backward direction. Themobility here is limited
only by the hopping events in the direction opposite to the electric field. In this
framework, the hole mobility is estimated to be two orders of magnitude larger
(around 0.1 cm2V�1 s�1) at both temperatures. Interestingly, this value is very close
to that given by the PR-TRMC technique (m¼ 0.08–0.37 cm2V�1 s�1 [115]) that
probes the transport at the nanoscale in defect-free regions.

The huge difference between the mobility values provided by the two approaches
suggests the presence of many dynamic structural defects along the columns. This
has been quantified by spotting every single defect in the 650 configurations of the
system and by classifying them according to the transfer probability p! to cross
the defect (namely, the ratio of the transfer rate along the electric field direction over
the sum of the forward and backward transfer rates). Defects characterized by p!
lower than 10%, which are likely to influence charge transport the most, are by far
the most numerous (see Table 1.4). We have also calculated the time required to
cross the defect; since the distance between the molecules is always approximately
the same (3.6 Å), this parameter directly reflects the impact of molecular misalign-
ment on the charge mobility. The results reveal that the transit time is reduced by
two orders of magnitude in the presence of defects with the lowest transfer
probability (p! ¼ 10%), thus demonstrating that the static mobility values are
predominantly limited by the presence of such defects. We stress that the impact of
static defects is amplified in phthalocyanine derivatives due to the one-dimensional
character of charge transport; indeed, there is no other solution than to keep
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propagating the charge along a given column, in comparison to two- or three-
dimensional transport encountered in molecular crystals. The situation is also
different for one-dimensional transport involving compounds with degenerate
electronic transport levels (such as triphenylene or hexabenzocoronene derivatives);
in this case, when the efficiency of a conduction pathway involving a given level is
poor, the problem is generally compensated by another pathway relying on another
degenerate level [39, 120].

1.6
Polymer Dielectrics

We show in this section how the presence of an interface between two different
materials, whose morphology has been simulated by force field calculations, can
affect charge transport properties (see Ref. [67] for the original reference). The
previous sections dealt so far with charge transport in the bulk of organic semi-
conductors. However, charge transport does also occur in the vicinity of interfaces;
this is especially the case in OFETs where the charges are confined within a few
nanometers from the surface of the dielectrics at low charge density, so the transport
mostly takes place within the first molecular layer [121, 122]. The transport prop-
erties, and hence the charge mobility values, are thus expected to be further affected
in the conducting channel by the following:

(i) The electrical properties of the insulator layer. A significant drop of themobility
by up to one order of magnitude was reported in OFETs based on
polytriarylamine chains when replacing low-k polymer dielectrics by
polymethylmethacrylate (PMMA) [123]. Similar observations were made in
the case of pentacene layers [124, 125]. This deterioration of the mobility was
attributed to an increase in the energetic disorder promoted by the polar
carbonyl bonds of the PMMA chains [123].

(ii) Themorphology of the organic layer. The formation of grain boundaries is one
of the major structural limitations to high charge mobility values [126–128].

Table 1.4 Percentage of defects as a function of the transfer probability along the electric field
direction in the rectangular and hexagonal phases, as calculated for a field F¼ 1000 V cm�1.

Probability Percentage of defects

300 K 425 K

0–10% 23.0 22.4
10–20% 8.8 8.9
20–30% 6.8 6.8
30–40% 5.9 6.1
40–50% 5.4 5.6

Adapted from Ref. [66].
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Recent studies on OFETs based on pentacene have shown that the grain size
varies as a function of the nature of the polymer dielectrics and that the carrier
mobility is very sensitive to the grain size below a root mean square value of
about 0.8mm [124, 129].

(iii) The nature of the electronic states at the surface. Organic semiconductors
typically display a p-type behavior when using SiO2 as the dielectric layer in
OFETs due to the presence of electron traps on the surface [112, 125].

We focus here on pentacene molecules (i.e., one of the most studied and efficient
organic semiconductors) deposited on top of polystyrene (PS) versus PMMA chains,
widely used as polymer dielectrics. This choice is motivated by the fact that PS is
nonpolar, while PMMA features polar bonds associated with the carbonyl groups;
moreover, the performance of OFETs involving these interfaces have been as-
sessed [124, 125]. In a way similar to the experimental fabrication of an OFET [130],
we obtained with atomistic molecular dynamics simulations 3D periodic cells
consisting of a polymer (PS or PMMA)/pentacene system equilibrated at 300K (see
Ref. [67] for details). Each slab is about 60Å thick, allowing the extraction of two
independent dielectrics/pentacene interfaces, with the organic semiconductor form-
ing four crystalline layers homeotropically oriented (Figure 1.13). Note that the finite
size of the supercell (60� 60Å2) does not allow us to describe morphological defects
such as grain boundaries.

Figure 1.13 Atomistic description of the pentacene/polymethylmethacrylate interface. The inset
shows the chemical structures of the two polymer dielectrics under study. Adapted from Ref. [67].
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1.6.1
Electrostatic Disorder

In order to characterize the impact of energetic disorder in the different pentacene
layers on the charge transport properties, we have defined the parameter DEij
associated with a charge hopping process:

DEdiel ¼ E0
i þ E þ

j � E þ
i þ E0

j

� �
ð1:6Þ

where E is the electrostatic interaction between a pentacenemolecule and the PMMA
or PS chains. 0 (þ ) denotes a neutral (positively charged) molecule and i and j the
initial and final sites involved in the hopping process, respectively. The parameter
DEij only represents the energetic difference between the initial and final states
induced by the polymer dielectrics; the influence of an applied electric field is not
considered in this parameter and will be considered in the next step. The Coulomb
energies were calculated from atomic point charges obtained with DFT calculations
using the B3LYP functional and the aug-cc-pVDZ basis set. Static electronic polar-
ization effects due to the polymer dielectrics are found to be limited due to the low
polarizability of the saturated polymer chains in the dielectric layer, as supported by
additional quantum chemical calculations [67].

Figure 1.14 displays the distribution ofDEij for all pairs of pentacenemolecules in
the different layers on top of PMMA versus PS, as averaged over 100 snapshots
extracted every 100 ps from aMD run of 10 ns. The distributions are symmetric with
respect to zero since eachmolecule is considered at the same time as a possible initial
or final site; all distributions can be fitted with a Gaussian distribution. For each
polymer dielectrics, the broadening is most pronounced in the layer in direct contact
with the polymer chains. The evolution of the standard deviation s of the Gaussian
distribution as a function of the distance z from the interface can be fitted by a 1/z
function, as expected from the Coulomb law.When comparing the two polymers, the
main difference is observed in the surface layer where sPMMA� 2sPS. From a simple
qualitative reasoning, we thus expect that the charge transport properties within the
pentacene surface layer (i.e., in contact with the polymer) should be significantly
affected, with a lower mobility predicted for PMMA.

1.6.2
Charge Mobility Values

The impact of the polymer dielectrics on the charge transport properties has been
assessed quantitatively by propagating charge carrierswithin a hopping regime in the
different pentacene layers by means of the same Monte Carlo algorithm as that
described in Ref. [38]. These simulations explicitly account for the electrostatic
interactions between the pentacene molecules and the polymer chains by introduc-
ing the energetic difference between the initial and final states in theDG0 parameter
of the transfer rate. The transfer rate has been expressed within the Marcus–
Levich–Jortner formalism [119], with the electronic couplings estimated in a direct
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way at the INDO level. li has been estimated in a previous study to be 97meV for
holes in pentacene [49] and ls has been set equal to a reasonable value of 0.2 eV in
both cases. Figure 1.15 shows the polar plot of the mobility values obtained for the
different pentacene layers (with the charge constrained to remain in the same layer)
in the presence of PMMAversus PS chains. These plots are generated by rotating the
direction of the external electric field (with a typical amplitude of 104 Vcm�1) within
the layer in order to explore the anisotropy of charge transport. The trends observed
for themobility reflect the distributions obtained for theDE values. For layers 2–4, the
influence of the dielectrics on the mobility values is very small, as supported by the
narrow energetic distributions. On the contrary, the mobility is significantly lowered
in the surface layer 1 due to the increased energetic disorder. Themobility is found to

Figure 1.14 Distribution of the site energy
difference DEdiel in the four pentacene layers in
the presence of PMMA (left) and PS (right). A fit
with aGaussiandistribution is done in each case

(the corresponding standard deviation is given).
The labeling of the layers is given in Figure 1.1.
Adapted from Ref. [67].
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be reduced by a factor of 60 for PMMA and 5 for PS compared to bulk pentacene. The
calculated ratio of 12 between PMMAand PS is larger than the reported experimental
values on the order of 4 [124, 125]. However, it is worth recalling that our simulations
do not take into account any macroscopic morphological defects such as grain
boundaries that are likely to affect the experimental measurements; it has been
shown, for instance, that using PS chains of differentmolecular weight yields various
grain sizes and different mobility values [124].

1.7
Outlook

We have illustrated through several examples that force field calculations prove
extremely useful in the field of organic electronics by giving insight at the atomistic
level into the supramolecular organization of materials, both in the bulk and at

Figure 1.15 Polar plots of the mobility
calculated for the four pentacene layers in the
presence of PMMA (top left) and PS (top right);
zoom on layer 1 for both polymers (bottom). In

eachplot, the radius corresponds to themobility
value and the angle to the electric field
orientation. Adapted from Ref. [67].

1.7 Outlook j31



interfaces. Fragments of the generated structures can then be injected into quantum
chemical calculations to depict key electronic processes, for instance, charge trans-
port for the studies reviewed here. This can also be applied to other processes such as
energy transfer, photoinduced charge transfer, or charge recombination processes.
The use of classical force field simulations has nevertheless some limitations. The
description of vibrational modes at the classical level is valid only for low-frequency
modes with �hv	 kT; this is the case for the lattice modes modulating the transfer
integrals in Section 1.2, even though the temperature dependence of the broadening
of the distributions is not correctly described when neglecting that any chemical
system does vibrate at 0 K (i.e., the zero-point energy) [131, 132]. On the other hand,
the normalmodes of the system can be described viaMMcalculations, generally with
an explicit account of anharmonic effects, in contrast to many corresponding
quantum chemical calculations relying on the harmonic approximation. Before
running MD simulations, it is a prerequisite to validate the force field for the study
of the systems under consideration since the transferability of force field parameters
is not always fully ensured. For instance, many force fields tend to poorly describe
conjugation effects and lead to torsion potentials that are extremely different from
those obtained with state-of-the-art quantum chemical calculations [133, 134].
Another drawback is the size of the unit cell used in MD simulations, which is
generally too small due to computational limits to depict macroscopic phenomena,
for instance, the formation of grain boundaries in organic thinfilms or the roughness
of interfaces.

Interesting current developments in the field aim at increasing the size of the
systems subjected to the MD simulations via the use of coarse-grained approaches
where atoms are condensed into molecular objects or beads and parameters are
defined to depict the interactions between the beads [135, 136]. Another important
contribution is expected from increasing the size of the fragments injected into the
quantum chemical calculations by exploiting hybrid QM/MM schemes where a
central core is treated at a quantum mechanical level with an explicit account of the
electrostatic interactions induced by a neighboring medium described at the MM
level. Polarizable force fields or force fields with charge equilibration schemes are
required here to allow the description of back-polarization effects, that is, changes in
the charge distribution of the medium triggered by the polarization of the central
core. Such approaches appear to be very attractive to provide a mapping of the
polarization energies associated with individual units in supramolecular structures
and thus the energetic landscape defining the conducting pathways within the
system [137].
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