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Microwave–Materials Interactions and Dielectric Properties:
from Molecules and Macromolecules to Solids
and Colloidal Suspensions
Didier Stuerga

1.1
Fundamentals of Microwave–Matter Interactions

The objective of the first part of the book is to explain in a chemically intelligible
fashion the physical origin of microwave–matter interactions and in this chapter
especially the theory of dielectric relaxation of polar molecules. This third revised
edition contains approximately 30% of new material in order to cover a large area of
reaction media able to be heated by microwave irradiation. Colloidal suspensions
and highly functional polymers are now included. The accounts presented in the
various chapters are intended to be illustrative rather than exhaustive. They are
planned to serve as introductions to the various aspect of interest for comprehensive
microwave heating. In this sense, the treatment is selective and to some extent
arbitrary. Hence the reference lists contain historical papers and valuable reviews
to which the reader anxious to pursue further particular aspects should certainly
turn.

It is the author’s conviction, confirmed over many years of teaching experience,
that it is much safer – at least for those who rate not trained physicists – to
deal intelligently with oversimplified models than to use sophisticated methods
which require experience before becoming productive. However, and in response
to comments on the first and second editions, the author has given more technical
comments in relation to a better understanding of concepts and ideas. These
paragraphs can be omitted depending on the level of experience of the reader. They
are preceded by two type of logo: TOOLS and CONCEPTS.

After some considerations relating to the history and the position in the spectrum
of microwaves, notions of polarization and dielectric loss will be examined. The
orienting effects of the electric field and the physical origin of dielectric loss will be
analyzed, in addition to transfers between rotational states and vibrational states
within condensed phases.

Dielectric relaxation and dielectric losses of pure liquids, ionic solutions, solids,
polymers, and colloids will be discussed. The effect of electrolytes, relaxation of
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4 1 Microwave–Materials Interactions and Dielectric Properties

defects within crystals lattices, adsorbed phases, interfacial relaxation, space-charge
polarization, and the Maxwell–Wagner effect will be analyzed.

In this third revised edition, key ingredients for mastery of chemical microwave
processes are given in a specific chapter (see Chapter 3). The thermal conversion
parameters, thermodynamic aspects, and athermal effects will be described.

1.1.1
Introduction

According to the famous chemistry dictionary of P. Macquer published in 1766,
‘‘All chemistry operations could be reduced to decomposition and combination; hence fire
appears as a universal agent in chemistry as in Nature’’ [1]. So far, heating still remains
the primary means of stimulating chemical reactions which proceed slowly under
ambient conditions; several other stimulating techniques such as photochemical,
ultrasonic, high-pressure, and plasma methods could also be used. In this book, we
describe results obtained with the help of microwave heating. Microwave heating or
dielectric heating is an alternative to conventional conductive heating. This heating
technique uses the ability of some products (liquids and solids) to transform
electromagnetic energy into heat. This in situ’’ mode of energy conversion is very
attractive for chemistry applications and material processing.

Whereas the effect of the temperature on reaction rate is well known, and is
very easy to express, the problem is very different for the effects of electromagnetic
waves. What can be expected from the orienting action of electromagnetic fields at
molecular levels? Are electromagnetic fields able to enhance or to modify collisions
between reagents? All these questions are raised when microwave energy is used
in chemistry.

1.1.1.1 History

How It All Began There is some controversy about the origins of the microwave
power cavity called the magnetron: the high-power generator of microwave power.
The British were particularly forward-looking in deploying radar for early warning
air defense with a system called Chain Home, which began operation in 1937. Orig-
inally operating at 22 MHz, frequencies were subsequently increased to 55 MHz.
The superiority of still higher frequencies for radar was appreciated theoretically
but a lack of suitable detectors and of high-power sources prevented the devel-
opment of microwaves. Magnetrons provide staggering amounts of output power
(e.g., 100 kW on a pulse basis) for radar transmitters. The earliest description
of magnetron, a diode with a cylindrical anode, was published by A.W. Hull in
1921 [2, 3]. From a practical point of view, it was developed by Randall and Booth
at the University of Birmingham in England around 1940 [4]. On 21 February
1940, they verified their first microwave transmissions: 500 W at 3 GHz. A pro-
totype was brought to the USA in September of that year in order to define an
agreement whereby US industrial capability would undertake the development of
microwave radar. In November 1940, the Radiation Laboratory was established at
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the Massachusetts Institute of Technology to exploit the microwave radar. More
than 40 types of tubes were produced, particularly in the S-band (i.e., 300 MHz).
The growth of microwave radar is linked with Raytheon Company and P.L. Spencer,
who found the key for mass production. Microwave techniques were developed
during and just prior to World War II when most of the efforts were concentrated
on the design and manufacture of microwave navigation and communications
equipment for military use. Originally, microwaves played a leading role during
the World War II, especially in the Battle of Britain where English planes could
fight one against three thanks to radar. It hardly seems surprising that with all
this magnetron manufacturing expertise microwave cooking would be invented at
Raytheon and that the first microwave oven would be built there.

From the beginning, the heating capability of microwave power was recognized
by scientists and engineers, but radar development had top priority. A new step
began with the publication of microwave heating patents by Raytheon on 9 October
1945. Others patents followed as problems were encountered and solutions found.
Probably the first announcement of a microwave oven was a magazine article
concerning a newly developed ‘‘Radarange’’ for airline use [5, 6]. This device, it was
claimed, could bake biscuits in 29 s, cook hamburgers in 35 s, and grill frankfurter
in 10 s. This name Radarange almost became the generic name for microwave
ovens. A picture of an early prototype is shown in a book by Decareau and
Peterson [7]. This first commercial microwave oven was developed by P.L. Spencer
of Raytheon in 1950 [8]. Legend has it that P.L. Spencer, who studied high-power
microwave sources for radar applications, observed melting of a chocolate bar put
in his pocket when next to a source of microwave power. Another story says that
M.P.L. Spencer had some popcorn in his pocket that began to pop as he was
standing alongside a live microwave source [7].

These first oven prototypes were placed in laboratories and kitchens throughout
the USA to develop microwave cooking technology. The transition between the
crude aircraft heater to a domestic oven took almost 8 years. The turning point of
the story of the microwave oven was in 1965. This year was the beginning of a flurry
of manufacturing activity and the issue of hundreds of patents on various aspects of
oven design, processes, packaging, food products, appliances, and techniques. The
widespread domestic use of microwave ovens occurred during the 1970s and 1980s
as a result of the generation of the mass market and also of Japanese technology
transfer and global marketing.

From Cooking to Microwave Processing The first studies of the effect of microwave
heating were carried out at the Massachusetts Institute of Technology’s Department
of Food Technology on bleaching of vegetables, coffee roasting, and the effect of
cooking and baking upon vitamin retention [9]. A comparison between microwave
and conventional freeze-drying of foods was made by Jackson et al. [10]. The Food
Research Laboratory of Raytheon carried out extensive studies that led to the first
microwave freeze-drying pilot plant unit [11–16].

Microwave processing began on a commercial scale in the early 1960s when
Cryodry Corporation of San Ramon, CA, introduced the first conveyorized system
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for sale. The first market was the potato chip finish drying process with several
systems operating in the USA and Europe [17, 18]. These systems operated at
915 MHz. A number of 5–10 kW pilot plant conveyor systems were sold dur-
ing this time to food manufacturers by Raytheon and Litton Industries Atherton
Division. These systems all operated at 2450 MHz. One poultry processing sys-
tem [19] had a total of 130 kW, split between two conveyor units. This system
combined microwave power and saturated steam to precook poultry parts for
the institutional and restaurant food service markets. This system operated at
2450 MHz.

Among food applications, microwave tempering of frozen foods, pasta drying,
precooking of bacon, poultry processing, meat pattie cooking, frankfurter manufac-
turing, drying egg yolk paste, baking, sterilization, potato processing, cocoa bean
roasting, and vacuum drying can be cited [7, 20]. Curiously, industrial applications
of microwave heating were initiated by the domestic oven.

Early Foundations Many histories of electromagnetic waves and especially mi-
crowaves begin with the publication of the Treatise on Electricity and Magnetism by
James Clerk Maxwell in 1873. These equations were initially expressed by Maxwell
in terms of quaternions. O. Heaviside and J.W. Gibbs later rejected quaternions
in favor of classical vector formulation to frame Maxwell’s equations in their
well-known form. Students and users of microwave heating, perhaps bemused
by terms such as divergence, gradient, and curl, often fail to appreciate just how
revolutionary this insight was. The existence of electromagnetic waves that travel at
the speed of light were predicted by arbitrarily adding an extra term (the displace-
ment current) to the equations that described all previously known electromagnetic
behavior. According to T.H. Lee [21], and contrary to the standard story presented in
many textbooks, Maxwell did not introduce the displacement current to resolve any
outstanding conundrums but was apparently inspired more by an esthetic sense that
Nature simply should provide for the existence of electromagnetic waves. Maxwell’s
work was magical and arguably ranks as the most important intellectual achieve-
ment of the nineteenth century. According to the Nobel Prize physicist R. Feynman,
future historians would still marvel at this work, long after another event of that
time, the American Civil War. had faded into merely parochial significance [21].

Maxwell died in 1879 (aged 48 years), and H. Von Helmholtz sponsored a prize
for the first experimental evidence of Maxwell’s predictions. H. Hertz verified
that Maxwell’s predictions were correct in 1888 at the Technische Hochschule in
Karlsruhe. According to T.H. Lee [21] another contestant in the race was O. Lodge, a
professor at University College in Liverpool, having published his own experimental
evidence one month before Hertz. Hertz is the German word for heart and the
human heart beats about once per second, so it is perhaps all for the best that
Lodge did not win the race and ‘‘lodgian waves’’ with frequencies measured in
‘‘gigalodges’’ will never see the light of day.

How was it possible to produce and detect electromagnetic waves in the 1880s?
The first experiment of Hertz produced microwaves (frequency close to gigahertz).
His basic transmitter–receiver is shown in Figure 1.1. The generator is a Ruhmkorff
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Figure 1.1 Spark transmitter and receiver of Hertz’s original experiment.

coil or a transformer able to produce very high tension (1). This device is very close
to the starter of a car.

The high voltage in the secondary causes a spark discharge within straight
wire connections in order to produce the desired resonant frequency (2). The
detector is a ring antenna with a spark gap (3). Detection is based on induction of
sufficient voltage in the ring antenna to produce visible spark. Hertz demonstrated
the essential physics of wave phenomena such as polarization and reflection. He
died of blood poisoning from an infected tooth in 1894 at the age of 36 years.
Commercial applications of wireless were developed by G. Marconi. Many details
of the whole history of microwave technology can be found in [21].

1.1.1.2 The Electromagnetic Spectrum
In the electromagnetic spectrum, microwave radiation takes place in a transition
area between infrared radiation and radiofrequency as illustrated in Figure 1.2.
The wavelengths are between 1 cm and 1 m and frequencies between 300 GHz and
300 MHz.

The term microwave denotes techniques and concepts used in addition to a range
of frequencies. Microwaves may be transmitted through hollow metallic tubes and
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Figure 1.2 The electromagnetic spectrum.
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may be focused into beams by the use of high-gain antennas. Microwaves also
change direction on traveling from one dielectric material into another similarly
to the way in which light rays are bent (refracted) when they pass from air into
water. Microwaves travel in the same manner as light waves; they are reflected by
metallic objects, absorbed by some dielectric materials, and transmitted without
significant absorption through other dielectric materials. Water, carbon, and foods
with high water contents are good microwave absorbers, whereas ceramics and
most thermoplastic materials lead to slight microwave absorption.

The fundamental connection between energy E, frequency ν, wavelength λ, and
circular frequency ω is given by

E = �ω = hν = hc

λ
(1.1)

In order to avoid interference with telecommunications and cellular phone fre-
quencies, heating applications need to use ISM bands (industrial scientific and
medical frequencies), which are 27.12 MHz, 915 MHz, and 2.45 GHz (i.e., 11.05 m,
37.24 m, and 12.24 cm for wavelengths, respectively). Domestic ovens and labora-
tory systems generally work at 2.45 GHz. At frequencies below 100 MHz, where
conventional open-wire circuits are used, the technique will be referred to as
radiofrequency heating. The object to be heated is placed between the two electrodes
of a capacitor. However, at frequencies above 500 MHz, wired circuits cannot be
used and the power is transferred to the applicator containing the material to be
processed. Hence the microwave applicator is a metallic box in which the object
to be heated is placed. These operating conditions will be referred as microwave
heating processes. In the microwave band, the wavelength is of order of the size of
production and transmission elements. Therefore, elements cannot be considered
as points in comparison with wavelength as is done in circuit theory. In the same
way, it is impossible to consider them as far bigger than the wavelength as is done
in geometric optics. Hence, because of the position of microwaves in the electro-
magnetic spectrum, both quantum mechanics (corpuscular aspect) and Maxwell
equations (wave-like aspect) will be used. Detailed analysis of these phenomena is
beyond the scope of this chapter.

1.1.1.3 What About Chemistry: Energetic Comments
It is well known that γ or X photons have energies suitable for excitation of inner
or core electrons. We can use ultraviolet and visible radiation to initiate chemical
reactions (photochemistry, valence electrons). Infrared radiation only excites bond
vibrations, whereas microwaves excite molecular rotations.

Table 1.1 gives a comparison between energies associated with chemical bonds
and Brownian motion. The microwave photons corresponding to the frequency
used in microwave heating systems such as domestic and industrial ovens have
energies close to 0.00001 eV (2.45 GHz, 12.22 cm). According to these values,
the microwave photon is not sufficiently energetic to break hydrogen bonds.
Furthermore, its energy is much smaller than that of Brownian motion, and it
obviously cannot induce chemical reactions. If no bond breaking can occur by direct
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Table 1.1 Brownian motion and bond energies.

Brownian motion Hydrogen bonds Covalent bonds Ionic bonds

Energy (eV) ≈0.017 (200 K) ∼0.04–0.44 ∼4.51 (C–H) ∼7.6
∼3.82 (C–C)

Energy (kJ mol–1) 1.64 ∼3.8–42 ∼435 (C–H) ∼730
∼368 (C–C)

absorption of electromagnetic energy, then what can be expected from orienting
effects of electromagnetic fields at molecular levels? Are electromagnetic fields able
to enhance or to modify collisions between reagents? Do reactions proceed with
the same reaction rate with and without electromagnetic irradiation for the same
bulk temperature? In the following, the orienting effects of the electric field and
the physical origin of the dielectric loss, and also transfers between rotational and
vibrational states in condensed phases and thermodynamic effects of electric fields
upon chemical equilibrium, will be analyzed.

TOOLS More About Energy Partition of Molecular Systems

Rotational motions of molecular systems are much slower than vibrational
motions of the relatively heavy nuclei forming chemical bonds, and even
slower than electronic motions around nuclei. These vastly differing time
scales of the various types of motions lead to a natural partitioning of the
discrete energy spectrum of matter into progressively smaller subsets
associated with electronic, vibrational, and rotational degrees of freedom.

The Born–Oppenheimer approximation is based on this assumption, which
allows the reduction of a mathematically intractable spectral eigenvalue
problem to a set of separable spectral problems for each type of motion.
According to this approximation, energy levels associated with each type of
motion are proportional to the ratio of electronic mass (me) to the nuclei mass
(MN). This ratio, ζ , much smaller than one, is given by

ζ ∝
(

me

MN

) 1
4

(1.2)

The electronic energy (�EElec.) is of the order of ζ , the vibrational energy
(�EVib.) of the nuclei is of the order of ζ 2, and the rotational energy (�ERot.) of
the molecule is of the order of ζ 4. In quantum mechanics, states are described
by wavefunctions or Hamiltonian operators, whose discrete eigenvalues define
the set of energy levels and whose corresponding eigenfunctions are the basis
states. Hence the total quantum wavefunction � for a molecule can be written
in separable form as described by

� = �Elec. (r, R0) �Vib. (R)�Rot. (ϕi) (1.3)



10 1 Microwave–Materials Interactions and Dielectric Properties

where r is the electron coordinate, R the displacement of the nucleus from its
equilibrium position R0, and ϕi is the Euler angles determining the orientation
of molecule in space. Figure 1.3 shows the energy spectrum of matter as it is
probed on a progressive finer energy scale in order to see clearly the different
partition states. The fundamental and the first excited states are shown.
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y
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Figure 1.3 The energy spectrum of matter.

A resonance of a system can be produced by an excitation that oscillates at a
frequency close to the natural frequency of the system, unlike a relaxation,
which is the restoring action of a diffusive force of thermodynamic origin.
Direct resonance or a one-photon process can occur in isolated intervals of the
electromagnetic spectrum from ultraviolet to visible frequencies close to
1015 Hz (electronic oscillator), in the infrared range with frequencies close to
1013 Hz (vibrational modes), and in the far-infrared and microwave range with
frequencies close to 1011 Hz (rotational modes).
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1.1.2
The Complex Dielectric Permittivity

Insulating materials can be heated by applying electromagnetic energy with high
frequency. The physical origin of this heating conversion lies in the ability of the
electric field to induce polarization of charges within the heated product. This
polarization cannot follow the extremely rapid reversals of the electric field and
induce heating of the irradiated media.

The interaction between electromagnetic waves and matter is quantified by the
two complex physical quantities dielectric permittivity ε̃ and magnetic susceptibility
μ̃. The electric components of electromagnetic waves can induce currents of free
charges (electric conduction that could be of electronic or ionic origin). It can,
however, also induce local reorganization of linked charges (dipolar moments)
while the magnetic component can induce structuring of magnetic moments. The
local reorganization of linked and free charges is the physical origin of polarization
phenomena. The storage of electromagnetic energy within the irradiated medium
and the thermal conversion in relation to the frequency of the electromagnetic
stimulation appear as the two main points of polarization phenomena induced
by the interaction between electromagnetic waves and dielectric media. These two
main points of wave–matter interactions are expressed by the complex formulation
of the dielectric permittivity as described by Eq. (1.4):

ε̃ = ε′ − jε′′ = ε0ε
′
r − jε0ε

′′
r (1.4)

where ε0 is the dielectric permittivity of vacuum, ε′ and ε′′ are the real and
imaginary parts of the complex dielectric permittivity, and ε′

r and ε′′
r are the real

and imaginary parts of the relative complex dielectric permittivity, respectively. The
storage of electromagnetic energy is expressed by the real part whereas the thermal
conversion is proportional to the imaginary part.

TOOLS More About Polar Molecules

A polar molecule has a permanent electric dipole moment. The total amounts
of positive and negative charges on the molecule are equal so that the
molecule is electrically neutral. However, distributions of the two kinds of
charge are different, so that the positive and negative charges are centered at
points separated by a distance of molecular dimensions forming an electric
dipole. A dipole made up of charges +q and –q separated by a distance d have
magnitude equal to qd. The dipole moment, usually represented by the symbol
μ, is of order of magnitude 10−18 C (electronic charge is of the order 10−10 SI
unit whereas d will be of the order of the molecular dimensions 10−10 m). The
unit 10−18 C m is called the debye (abbreviation D).

The magnitude of the dipole moment depends on the size and symmetry of
the molecule. Molecules having a center of symmetry, such as methane,
carbon tetrachloride, and benzene, are apolar (zero dipole moment) whereas
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molecules having no center of symmetry are polar. Table 1.2 gives the relative
static dielectric permittivity or dielectric constant (very low frequency or
frequency close to zero), refractive index, and dipole moment for few simple
polar and apolar molecules.

Table 1.2 Relative static dielectric constant, refractive index (measured at the frequency
of sodium D lines), and dipole moment for various molecules.

Molecules- εSr n2
D μ

Apolar
n-Hexane C6H14 1.89 1.89 –
Carbon tetrachloride CCl4 2.23 2.13 –
Benzene C6H6 2.28 2.25 –

Polar
Methanol CH3OH 33.64 1.76 1.68
Ethanol CH3CH2OH 25.07 1.85 1.70
Acetone CH3COCH3 21.20 1.84 2.95
Chlorobenzene C6H5Cl 5.64 2.32 1.69
Water H2O 80.37 1.78 1.94

From Maxwell’s theories of electromagnetic waves, it follows that the
relative permittivity of a material is equal to the square of its refractive index
measured at the same frequency. The refractive index given by Table 1.2 is
measured at the frequency of the D lines of sodium. Hence it gives the
proportion of polarizability (electronic polarizability) still effective at very high
frequency (optic frequency) compared with polarizability at very low frequency
given by the dielectric constant. It can be seen from Table 1.2 that the
dielectric constant is equal to the square of the refractive index for apolar
molecules whereas for polar molecules the difference is mainly due to the
permanent dipole. In the following, the Clausius–Mossoti equation will define
supplementary terms able to justify the difference between the dielectric
constant and the square of the refractive index [see Eq. (1.29)].

The temperature dependence of the dielectric constant of polar molecules
also differs from that of nonpolar molecules. Change of temperature has only
small effect for nonpolar molecules (change of density). For polar molecules,
the orientation polarization falls off rapidly with increase in temperature
because the thermal motion reduces the alignment of the permanent dipoles
by the electric field. In the following, we will see that it is possible to have an
increasing value of dielectric permittivity with increase in temperature.

As discussed above, a molecule with a zero total charge may still have a
dipole moment because molecules without center of symmetry are polar.
Similarly, a molecule may have a distribution of charge which can be regarded
as two equal and opposite dipoles centered at different places. Such a
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distribution will have total zero total charge and zero total moment but have a
quadrupole moment. Carbon disulfide, which is a linear molecule, has a
quadrupole moment. Two equal and opposite quadrupole moments centered
at difference places form an octupole moment. The potential due to the total
charge falls off as 1/r, that due to dipole moment as 1/r2, and that due to a
quadrupole moment as 1/r3. At large distances from the distribution, the
higher moments have negligible effects. However, the intermolecular
distances in liquids and solids are not large compared with molecular
dimensions so fairly strong interactions may arise because of higher moments.

TOOLS More About Dielectrics and Insulators

An insulator is a material through which no steady conduction current can
flow when it is subjected to an electric field. Consequently, an insulator can
accumulate electric charge, and hence electrostatic energy. The word
dielectric, especially if it is used as an adjective, covers a wide range of
materials including electrolytes and even metals in optics.

If we consider a capacitor constituted by two plane-parallel plates with
surface area of the plates S and thickness between plates d (S is large
compared with d in order that edge effects are negligible), the vacuum
capacitance is given by

C = ε0
S

d
(1.5)

If an alternating voltage V = V0 exp
(
jωt

)
is applied to this capacitor, a charge

Q = CV appears on the electrode, in-phase with the applied voltage. The current
in the external circuit is the time derivative of the charge Q and is given by

I = Q̇ = jωCV (1.6)

This current is 90◦ out-of-phase with the applied voltage. It is a nondissipative
displacement or induction current. If the volume between the electrodes
is filled with a nonpolar, perfectly insulating material, the capacitor has a
new capacitance; the ratio between the vacuum and filled capacitances is the
relative permittivity of the material used. The new current is larger than above
but it is still out-of-phase with the current. Now, if the material is either
slightly conducting or polar, or both, the capacitor is no longer perfect and the
current is not exactly out-of-phase with the voltage. Hence there is a
component of conduction in-phase with the applied voltage. The origin of this
current is motion of charges. The current is composed of a displacement current
and a conduction current. The loss angle is given by

tan δ = dissipative term

capacitive term
(1.7)

The current is composed of two quantities, real and imaginary, so the dielectric
permittivity will also have a complex form which will depend
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on the types of interactions between the electromagnetic field and matter. The
above discussion refers to isotropic dielectrics. Many products fall into this
class but the situation is different for crystalline solids where the permittivity
becomes a tensor quantity (values different according to crystallographic axis).

CONCEPTS The Dielectric Properties Are Group Properties

The physical origin of polarization phenomena is the local reorganization of
linked and free charges. The interaction between a dipole and an electric or
magnetic field is clearly interpreted by quantum theories. In the case of an
electric field, the coupling is weaker and there is such demultiplication of
quantum levels that they are very close to each other. The Langevin and
Boltzmann theories have to be used because the interaction energy is
continuous. Due to the weak coupling between dipole and electric field, there
are no quantified orientations and the study of the interaction between dipole
and electric field gives more information about the surroundings of dipole that
about itself. Moreover, dipoles are associated with chemical bonds and any
motions of a dipole induce a correlative motion of molecular bonds, whereas
motions of magnetic moment are totally independent of any molecular
motions. In contrast to magnetic properties, dielectric properties are group
properties and cannot be modeled by an interaction between a single dipole
and electric field. A group of dipoles interacting with themselves could be
considered.

The origin of confusion between the behaviors of a single dipole and a
collection, or the difference between dilute and condensed phases, is the most
important problem and the source of confusion within microwave athermal
effects.

1.1.2.1 Effect of Real Part: Polarization and Storage of Electromagnetic Energy

The Physical Origin of Polarization Polarization phenomena are expressed by the
polarization quantity �P, which gives the contribution of matter compared with
vacuum. The electric field and the polarization are linked through Maxwell’s
equations. The constitutive equation for vacuum is given by

�D = ε0 �E (1.8)

where �D is the electric displacement and �E the electric field. According to Eq. (1.8),
the dielectric permittivity is the ratio of the electric displacement to the electric
field. For a dielectric medium characterized by ε̃, the constitutive equation is

�D = ε̃�E = ε0 �E + �P (1.9)

In the global formulation of Eq. (1.9), we can express the term corresponding
to vacuum and given by Eq. (1.8). Then the second and complementary term
defines the contribution of matter to polarization processes or polarization �P. For
a material, the higher the dielectric permittivity, the greater are the Brownian ion
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processes. The polarization process described by �P has its physical origin in the
response of dipoles and charges to the applied field. Depending on the frequency,
electromagnetic fields put one or more types of charge association into oscillation.
In any material, there are various types of charge associations:

• inner or core electrons tightly bound to the nuclei
• valence electrons
• free or conduction electrons
• bound ions in crystals
• free ions as in electrolytes and nonstoichiometric ionic crystals (for example,

ionic dipoles such as OH− showing both ionic and dipolar characteristics)
• finally, the multipole (mainly the quadrupole or an antiparallel association of two

dipoles).

TOOLS More About Photon–Matter Interactions

Depending on the frequency, the electromagnetic field can induce one or
more types of charge association under oscillation. For each configuration
having its own critical frequency above which the interaction with the field
becomes vanishingly small, the lower is the frequency and the more
configurations are excited. Electrons of the inner atomic shells have a critical
frequency of the order of the X-ray range. Consequently, an electromagnetic
field of wavelength more than 10−10 m cannot excite any vibrations, but rather
induces ionization of these atoms. There is no polarizing effect on the material
which has for this frequency the same dielectric permittivity as in vacuum. For
ultraviolet radiation, the energy of photons is sufficient to induce transitions of
valence electrons. In the optical range, an electromagnetic field can induce
distortions of inner and valence electronic shells. Polarization processes result
from a dipole moment induced by distortion of electron shells and are called
electronic polarizability. For the infrared range, electromagnetic fields induce
atomic vibrations in molecules and crystals, and polarization processes result
from the dipolar moment induced by distortion of nuclei positions. These
polarization processes are called atomic polarization. In all the processes
mentioned so far, the charges affected by the field can be considered to be
attracted towards their central position by forces which are proportional to
their displacement by linear elastic forces. This mechanical approach of
electronic resonance is only an approximation, since electrons cannot be
properly treated by classical mechanics. Quantitative treatments of these
processes require the formalism of quantum mechanics. The two types of
polarization processes described above can be connected together in distortion
polarization.

The characteristic material response times for molecular reorientation are
∼10−12 s. Then in the microwave band, electromagnetic fields lead to rotation
of polar molecules or charge redistribution: corresponding polarization
processes are called orientation polarization.
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Orienting Effect of a Static Electric Field The general problem of the orienting
effect of a static electric field (orientation of polar molecules) was first considered
by Debye [22, 23], Frölich [24], and, more recently, Böttcher [25, 26].

A collection of molecular dipoles in thermal equilibrium is considered. It is
assumed that all the molecules are identical and they can take on any orientation.
Because of thermal energy, each molecule undergoes successive collisions with the
surrounding molecules. In the absence of an applied electric field, the collisions
tend to maintain a perfectly isotropic statistical orientation of the molecules.
This means that for each dipole pointing in one direction there is statistically a
corresponding dipole pointing in the opposite direction, as illustrated in Figure 1.4.

In the presence of an applied electric field �E, the dipolar moment �μ of the
molecule undergoes a torque ��. This torque tends to orientate the dipolar moment
�μ parallel to the electric field. The corresponding potential energy (for a permanent
or induced dipole) becomes minimal when the angle θ between the dipole and
the electric field goes to zero. Consequently, the dipolar moment takes the same
direction as the electric field. It is the same phenomenon as the orientation of a
compass needle in the Earth’s magnetic field. However, for molecular dipoles the
thermal energy counteracts this tendency, and the system finally reaches a new
statistical equilibrium which is schematically represented by Figure 1.4. In this
configuration, more dipoles are pointing along the field than before. The medium
becomes slightly anisotropic.

The suitability of the medium to be frozen by the electric field is given by
Langevin’s function resulting from statistical theories which quantify competition
between the orienting effect of an electric field and the disorienting effects resulting
from thermal agitation. The ratio of effective to maximal polarization versus the
ratio of the potential interaction energy to the thermal agitation is shown in by
Figure 1.5.

It can be seen that the Langevin function increases from 0 to 1 on increasing
the strength of the electric field and/or by decreasing the temperature. The
molecules tend to align with the field direction. For high values of the field, the
orientation action dominates over the disorienting action induced by temperature,
so that all the dipoles tend to become parallel to the applied field. The complete
alignment corresponds to saturation of the induced polarization. Saturation effects

E = 0 = 0E ≠ 0
∂E

∂t

Figure 1.4 A distribution of dipoles undergoing the effect of a static electric field.
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Figure 1.5 The Langevin function.

only become detectable in fields of the order of 107 V m−1. However, because
intermolecular distances are small in liquids and solids, the local field acting on a
molecule and due to its neighbors may be very large, especially in strongly polar
liquids (i.e., the electric field is close to 106 V m−1 at a distance of 5 × 10−10 m
from a dipole of 1 D). However, the consequence of this remark is reduced even for
the case of strongly polar liquids because the intermolecular distances are of the
same order as the molecular dimensions and it is not justified to describe a molecule
as a point dipole. The situation is totally different for solids and especially solid
surfaces where the magnitude of the static electric field is close to the saturation
value. These strong static electric fields exist independently of all external electric
excitation and they are the physical origin of adsorption phenomena. In these
cases, adsorption can lead to consequent freezing of molecular motions and can
also induce polarization due to distortion of electronic shells. An apolar molecule
can obtain a polar character due to adsorption. Free molecules without dielectric
losses at the operating frequency (2.45 GHz) can reveal a capacity to heat under
microwave irradiation after adsorption upon solids such as clays or alumina
catalysts.

In many practical situations, field strengths are well below their saturation values.
The arrow in Figure 1.5 corresponds to the usual conditions of microwave heating
(no adsorption phenomena, temperature close to room temperature (25 ◦C), and
electric field strength close to 105 V m−1). According to these results, the electric
field strength commonly used in microwave heating is not sufficient to induce
consequent freeze-up of media.

The calculation of the dielectric permittivity of an isotropic polar material involves
the problem of the contribution of the permanent dipole to polarizability and the
problem of the calculation of the local field acting at the molecular level in terms of
the macroscopic field applied. Debye’s model for static permittivity considers that
the local field equals the external field. This assumption is only valid for gases at
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low densities or dilute solutions of polar molecules in nonpolar solvents. Several
workers have proposed theories with assumptions about the relation between local
and external electric fields. Detailed analysis of these phenomena is beyond the
scope of this section. More information can be found in Hill et al. [27].

1.1.2.2 Effect of Imaginary Part: Dielectric Losses

Physical Origin of Dielectric Loss The foregoing conclusions correspond to a static
description or cases for which the polarization can follow perfectly the oscillation
of the electric field. The electric field orientation depends on time with a frequency
of 2.45 GHz (the electric field vector switches its orientation approximately every
10−12 s). The torque exercised by the electric field induces rotations of polar
molecules, but they cannot always orient at this rate. The motions of the particles
will not be sufficiently rapid to build up a time-dependent polarization �P (t) that
is in equilibrium with the electric field at any moment. This delay between
electromagnetic stimulation and molecular response is the physical origin of the
dielectric loss.

The polarization given by Eq. (1.9) becomes a complex quantity with the real part
in-phase with the excitation, whereas the imaginary part have a phase lag with the
excitation. This latter is the origin of the thermal conversion of electromagnetic
energy within the irradiated dielectric.

CONCEPTS More About Delay and Phase Lag

Matter does not respond instantaneously to stimulation induced by
electromagnetic waves. In an isotropic medium, this delay can be expressed by
a specific formulation of polarization given by

�P = ε0

+∞∫
−∞

χ (t − τ)�E (τ ) dτ (1.10)

because of causality principle, Eq. (1.11), where χ is the electric susceptibility, t
the time, and τ the delay must be verified:

χ (t − τ) = 0, t − τ < 0 (1.11)

The electric susceptibility can be composed of any combination involving the
dipolar, ionic, or electronic polarization processes. This formulation leads to
relations between the real and imaginary parts of the complex electric
susceptibility, known as the Kramers–Kronig relations (for more details, see
[28–31]), which are very similar to the frequency relations between resistance
and reactance in circuits theory (for more details, see [30]).

Consequently, after this short section upon electric susceptibility, we always
shall use classical elementary models which yield to good results as can be
expected from correspondence principle.
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Macroscopic Theory of Dielectric Loss The main interest in dielectric theories is
the frequency region where the dispersion and absorption processes occur (the
dipolar polarization can no longer change fast enough to reach equilibrium with
the polarization field). When a steady electric field is applied to a dielectric, the
distortion polarization (electronic and vibrational modes) will be established very
quickly, essentially instantaneously compared with the characteristic time of the
electric field. The remaining dipolar part or orientation polarization takes time to
reach the equilibrium state. Relaxation processes are probably the most important
of the interactions between electric fields and matter. Debye [22, 23] extended
the Langevin theory of dipole orientation in a constant field to the case of a
varying field. It shows that the Boltzmann factor of the Langevin theory becomes
a time-dependent weighting factor. A macroscopic description, more usable, can
use an exponential law with a macroscopic relaxation time τ or the delay in the
response of the medium to the electric stimulation given by

�POrientation =
(
�PTotal − �PDistortion

) [
1 − exp

(
− t

τ

)]
(1.12)

Similarly, when the electric stimulation is removed, the distortion polarization falls
immediately to zero whereas the orientation polarization falls exponentially. If the
electric stimulation oscillates with time (ω the angular frequency and �E0 the electric
field strength) as described by

�E = �E0 exp
(
jwt

)
(1.13)

the static permittivity εS (frequency close to zero) and very high-frequency permit-
tivity ε∞ could be defined in terms of total polarization and distortion polarization:

�PTotal = �PDistortion + �POrientation = (εS − ε0) �E (1.14)

�PDistortion = (ε∞ − ε0) �E (1.15)

According to the exponential law defined for the orientation polarization [Eq. (1.9)],
the following differential equation could be derived:

d�POrientation

dt
=

(�PTotal − �POrientation
)

τ
= (εS − ε∞) �E0 exp

(
jωt

) − �POrientation

τ
(1.16)

The ratio of orientation polarization to electric field becomes a complex quantity.
This means that the dipolar part of the polarization is out-of-phase with the field as
represented by

�PTotal = �POrientation + �PDistortion = (ε∞ − ε0) �E0 exp
(
jωt

)

+ (εS − ε0) �E0 exp
(
jωt

)
1 + jωt

(1.17)
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Debye’s Model Debye’s model could be built with these assumptions and the
polarization and permittivity become complex as described by

ε̃ = ε′ − jε′′ = n2 + εS − n2

1 + jωτ
(1.18)

where n is the refractive index and τ the relaxation time. All polar substances
have a characteristic time τ called the relaxation time (the characteristic time of
reorientation of the dipolar moments in the electric field direction). The refractive
index corresponding to optical frequencies or very high frequencies is given by

ε∞ = n2 (1.19)

whereas the static permittivity or permittivity for static fields correspond to εS.
The real and imaginary parts of the dielectric permittivity of Debye’s model are

given by

ε′ = n2 + εS − n2

1 + ω2τ 2
(1.20)

ε′′ = εS − n2

1 + ω2τ 2
ωτ (1.21)

Changes of ε′ and ε′′ with frequency are shown in Figure 1.6. The frequency is
displayed on a logarithmic scale. The dielectric dispersion covers a wide range of
frequencies. The dielectric loss reaches its maximum given by

ε′′
max = εS − n2

2
(1.22)
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Figure 1.6 Change of the complex dielectric permittivity versus frequency. ε′ and ε′′ are
the real and the imaginary part, respectively, of the dielectric loss for a temperature of
25 ◦C; dielectric parameters are εSr = 78.2, ε∞r = 5.5, and τ = 6.8 × 10−12 s).
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at a frequency given by

ωmax = 1

τ
(1.23)

This macroscopic theory justifies the complex nature of the dielectric permittivity
for media with dielectric loss. The real part of the dielectric permittivity expresses
the orienting effect of an electric field with the component of polarization which
follows the electric field, while the other component of the polarization undergoes
a chaotic motion leading to thermal dissipation of the electromagnetic energy. This
description is well adapted to gases (low density of particles). In fact, for a liquid
we must take into account the effect of collisions with the surroundings and the
equilibrium distribution function is no longer applicable.

CONCEPTS More About the Effect of Collisions on the Distribution
Function: Microscopic Theory of Dielectric Loss

The Debye theory can define a distribution function which obeys a rotational
diffusion equation. Debye [22, 23] based his theory of dispersion on Einstein’s
theory of Brownian motion. He supposed that the rotation of a molecule due
to an applied field is constantly interrupted by collisions with the neighbors,
and the effect of these collisions may be described by a resistive couple
proportional to the angular velocity of the molecule. This description is well
adapted to liquids, but not to gases.

Molecular orientations can be specified by ϕ and θ . The fraction of
molecules whose dipole moments lie in an element of solid angle d� is
f (ϕ, θ) dθ . The number of representative points that pass in unit time across a
unit length of θ is described by

∂q

∂θ
= −K

∂ f (θ)

∂θ
+ f

(〈
θ̇
〉)

(1.24)

where the first term describes a diffusive process with a specific constant K
and the second the effect of the electric field which sets the molecules in
rotation with an average terminal angular velocity depending on the
orientating couple, and on the resistive constant or damping constant of the
inner friction given by

ζ
(〈
θ̇
〉) = −∂p�E cos θ

∂θ
(1.25)

At equilibrium, molecular energies will be distributed according to
Boltzmann’s law and, finally, the general formulation which defines the factor
f is given by

∂ f

∂θ
= 1

ζ sin θ

∂

∂θ

(
kT sin θ

∂ f

∂θ
+ fpE sin2 θ

)
(1.26)
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The distribution function of the factor f is given by

f = 1 + pE cos θ

kT
(
1 + jωτ

) (1.27)

Hence the average moment in the direction of the field is given by

〈
p cos θ

〉 =

π∫
0

cos θ
[
1 + pE cos θ

kT(1+jωτ)

]
2π sin θdθ

π∫
0

[
1 + pE cos θ

kT(1+jωτ)

]
2π sin θdθ

(1.28)

which can define the microscopic relaxation time that depends on the resistive
force undergone by the individual molecules (for more details, see
MacConnell [32]).

The general equation for complex dielectric permittivity is then given by
Eq. (1.29):

ε̃r − 1

ε̃r + 2
= ρN

3ε0M

[
α + μ2

3kT
(
1 + jωτ

)
]

(1.29)

where N is Avogadro’s number, M is the molar mass, ρ is the specific mass, and α

is the atomic polarizability. The relaxation time τ is a microscopic relaxation time
that depends on the average resistive force undergone by the individual molecules.
In the limit of low frequency, the Debye expression is obtained for the static
permittivity, whereas in the high-frequency limit, the permittivity will fall to a value
which may be written as the square of the refractive index (see Table 1.2). The first
term on the left-hand side corresponds to distortion polarization, whereas the other
term corresponds to orientation polarization. For apolar molecules, we obtain the
well-known Clausius–Mosotti–Lorentz equation.

The Relaxation Time In the case of a spherical or nearly spherical molecule, Debye
[22, 23] suggested that the molecule can be treated as a sphere (radius r) rotating in
a continuous viscous medium having the viscosity η of the liquid in the bulk. The
relaxation time is given by

τ = 8πηr3

2kT
(1.30)

The relaxation time evaluated from experimental measurements is the effective
time constant for the process observed even in the medium studied in case of
solutions.

Owing to the incidence of the internal field factor, the relaxation time is not
the value of the molecular dipole relaxation. Depending upon the internal field
assumption, a variety of relations between theoretical and effective relaxation times
have been defined. Relaxation times for dipole orientation at room temperature are
between 10−10 s for small dipoles diluted in a solvent of low viscosity, and more
than 10−4 s for large dipoles in a viscous medium such as polymers (polyethylene)
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Figure 1.7 Relaxation time range for classical organic functions.

or dipole relaxations in crystals (the relaxation associated with pairs of lattice
vacancies).

The relaxation times of ordinary organic molecules are close to a few picoseconds.
Figure 1.7 gives the relaxation frequency range for classical organic functions:
alkanes [33, 34], alcohols [35–39], alcohol ethers [40], acid chlorides [41, 42], esters
[43, 44], aliphatic [45–54] and aromatic halogens [55, 56], aliphatic [57, 58] and
aromatic ketones [59], nitriles [60], and aliphatic [61, 62] and aromatic amines [63].

Thus, for a frequency of 2.45 GHz, these molecules are able to follow electric
field oscillations, unlike substances that are strongly associated, such as water and
alcohols, and therefore exhibit dielectric loss at 2.45 GHz. Consequently the solvents
which have dielectric loss are water, MeOH, EtOH, dimethylformamide (DMF),
dimethyl sulfoxide (DMSO), and CH2Cl2. Nonpolar solvents such as C6H6, CCl4,
and ethers have negligible dielectric loss. However, the addition of small amounts
of alcohols can strongly increase the dielectric loss and microwave coupling of
these solvents.

Effect of Temperature Data on the relaxation data of pure water play an important
role in the discussion of the dielectric behavior of aqueous solutions. Another
practical interest is the demand for dielectric reference materials suitable for use
for calibrating and checking the performance of equipment for measurements of
dipolar liquids. The design of microwave moisture measurement systems for food
and other materials is a further aspect. The thermal and pressure dependences of
the relaxation time of pure water are shown in Figure 1.8 [64].
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Figure 1.8 Dielectric relaxation time of pure water versus temperature and pressure. The
arrow indicates the critical temperature.

The critical temperature and pressure are Tc = 647 K and Pc = 22.1 MPa. In
the liquid state (continuous curve), the relaxation time decreases rapidly with
increase in temperature irrespective of pressure. In the gaseous state, the relaxation
time exhibits a strong pressure dependence (positive temperature dependence at
constant pressure). The relaxation time jumps to a larger value at the boiling
temperature when the pressure is lower than the critical pressure. More generally,
the most relevant parameter at lower temperatures or higher densities is the
temperature whereas at higher temperatures or lower densities it is the density.
The relaxation time increases with decrease in density. The microwave field can
hardly change the thermal motion of water molecules as they are rotating. This
situation can be easily understood by considering the common experience that a
rapidly spinning top remains standing against gravity. The orientation of the dipolar
moment may be changed when the molecule loses angular momentum owing to
collisions with other molecules. In the gaseous phase, the dielectric relaxation is
governed by the binary collision. Recently, molecular dynamics simulations have
been carried out to study the dielectric properties of supercritical water. The results
showed that the assumptions for the Debye model are not valid for supercritical
water because the dilute limit is avoided. Microscopically there are many degrees
of freedom and all these motions are not totally decoupled from the others because
the eigenstates of motion are not well known for structurally disordered matter.
Dielectric measurements can only probe slow dynamics which can be described by
stochastic processes and the classical Debye model could be rationalized [65, 66].

The temperature and pressure dependences for methanol are similar to those
for water. Although alcohol molecules are also bonded by hydrogen bonds, the
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maximum coordination is unlike that for water. The methanol molecule can form
both chain and ring structures like liquid selenium [67]. The break-up of the
hydrogen-bonded network is due to libration motions for water and stretching for
methanol and most other alcohols.

At high densities such as under supercritical conditions, experimental relaxation
times show strong deviations from the Debye model values owing to hydrogen
bonding. In the gaseous phase, free molecules are responsible for the classical
dielectric relaxation and molecules incorporated within the hydrogen-bonded net-
work should be added, and the general relaxation function for supercritical fluids
with hydrogen bonds is given by

ε̃ = ε∞ + (εS − ε∞)

(
1 − α

1 + jωτfree
+ α

1 + jωτbound

)
(1.31)

where α is the fraction of bound molecules and τfree and τbound are the relaxation
time for free molecules and bound molecules, respectively. The average relaxation
time is given by

τ = (1 − α) τfree + ατbound ≈ τfree + ατbound if α 	 1 (1.32)

τfree can be assumed to be the binary collision time, given by

τfree = 1

4nπr2
eff

√
mπ

kBT
(1.33)

where m is the mass of the molecule and n the number density, and reff is the
effective radius hard sphere diameter of the molecule equal to the intramolecular
distance from Raman scattering data. In the gaseous state, α becomes small and
eventually vanishes in the dilute limit whereas in the low-temperature liquid state
it is replaced by an enhancement factor due to the highly correlated nature of
molecular motion. The hydrogen bonding enthalpy (libration or stretching energy)
can be found from

τbound = τ exp
(

�H

kBT

)
(1.34)

For the case of water, which belongs to liquids which are characterized by a discrete
relaxation process in the temperature range of interest, this activation enthalpy is
4.9 kcal mol−1 or hydrogen bond energy of water.

Dynamic Consequences of Dielectric Losses It is clear that for a substance with
dielectric loss such as water and alcohols, the molecules do not follow perfectly the
oscillations of the electric field. In the case of media without dielectric loss, and for
the same reasons as in static conditions, the strength of the electric field cannot
induce rotations for all polar molecules, but statistically only for a small part (less
than 1%). This means that all the molecules oscillate round an average direction
(precession motion), as shown in Figure 1.9.

The principal axis of the cone represents the component of the dipole under the
influence of the thermal agitation. The component of the dipole in the cone is due
to the field that oscillates in its polarization plane. In this way, the dipole follows
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E = 0 ∂E ≠ 0
∂t

Figure 1.9 Precession motion of the dipole of a distribution of molecules undergoing
irradiation by a time-dependent electric field.

a conical orbit if the Brownian motion is held up. In fact, the cone changes its
direction continuously because of the Brownian motion faster than the oscillation
of the electric field that leads to chaotic motion. Hence the structuring effect of an
electric field is always negligible because of the value of the electric field strength,
and even more for lossy media.

In condensed phases, it is well known that there are some energetic transfers
between rotational and vibrational states. Indeed, molecular rotations do not
actually exist in liquids; rotational states turn into vibrational states because of an
increase in collisions. For liquids, the collision rate is close to 1030 s−1. Microwave
spectroscopy which studies molecular rotations only uses diluted gases in order
to obtain pure rotational states with sufficient lifetimes. Broadening of rotational
transitions induced by molecular collisions occurs since the values of pressure are
close to a few tenths of a bar, as described in Figure 1.10.

In conclusion, for condensed phases molecular rotations have a fairly short
lifetime due to collisions. Then the eventual oscillations induced by the electric
field dissipate in the liquid state leading to vibration. At densities of the collisions
corresponding to liquids, the frequency of the collisions become comparable to the
frequency of a single rotation, and as the probability of a change in rotational state
on collision is high, the time of a molecule’s existence in a given state is short.
According to these remarks, it is obvious that the electric field cannot induce any
organization in condensed phases such as in the liquid state.

1.1.2.3 Thermal Dependence of the Dielectric Permittivity
In contrast to Eq. (1.18), Eq. (1.29) gives the frequency behavior in relation to the
microscopic parameter of the studied medium (polarizability, dipolar moment,
temperature, frequency of the field, etc.). Then, for a given change of the relaxation
time with temperature, we can obtain the change with frequency and temperature
of the dielectric properties: real and imaginary parts of the dielectric permittivity.
In fact, for a given molecular system, it is better to put a formulation with τInter (T),
part of which depends on the temperature, and part totally independent of the
temperature τSteric, as described by

τ (T) = τSteric + τInter (T) (1.35)
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Figure 1.10 Absorption spectra for water (vapor, solution, and liquid). Above the vapor
band is Mecke’s rotational analysis [68, 69].

According to the value of the frequency of the field, and the relaxation time band in
relation to the temperature considered, one can find the three general changes with
temperature of the dielectric properties. Figure 1.11 gives the three-dimensional
curves describing the dielectric properties in relation to frequency and
temperature [70].

According to the value of the working frequency compared with the relaxation
frequency, three general cases could be found: case 1, where the real and imaginary
parts of the dielectric permittivity decrease with temperature (working frequency
lower than relaxation frequency); case 2, where the real and imaginary parts of the
dielectric permittivity increase with temperature (working frequency higher than
relaxation frequency); and case 3, where the real and/or imaginary parts of the
dielectric have a maximum (working frequency very close to relaxation frequency).

The two solvents most commonly used in microwave heating are ethanol and
water. Values for water were given by Kaatze and Uhlendorf [71, 72] and values for
ethanol by Chahine et al. [73]. Water is close to case 1 because both values decrease
with temperature. In contrast, for ethanol the real part increases and the dielectric
loss reaches a maximum value at 45 ◦C (case 2). In fact, for ethanol the working
frequency is higher than the relaxation frequency at room temperature. Ethanol has
a single relaxation frequency close to 1 GHz at 25 ◦C, and furthermore its relaxation
frequency rises fairly rapidly with temperature (3 GHz at 65 ◦C). For water, the
working frequency is smaller than the relaxation frequency at all temperatures
(17 GHz at 20 ◦C and 53 GHz at 80 ◦C).

The pioneering work of Von Hippel [74] and his co-workers to obtain dielectric
data for organic and inorganic materials still remains a solid basis. However, the
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Figure 1.11 Change of the complex dielectric permittivity with frequency and temperature.
ε′ is the real part and ε′′ the imaginary part of the dielectric loss [70].

study of dielectric permittivity as a function of temperature is less well developed,
particularly for solids.

1.1.2.4 Conduction Losses
For highly conductive liquids and solids, the loss term results not only from a
single relaxation term as given by Eq. (1.21) but also from a term due to ionic
conductivity σ as described by

ε′′ = εS − n2

1 + ω2τ 2
ωτ + σ

ω
(1.36)

A conducting material can be regarded as a nonconducting dielectric with a
resistance in parallel. The alternative graphical representation of plotting the
logarithm of dielectric losses against the logarithm of the frequency permits the
AC conductivity associated with the relaxation dipoles to be distinguished easily
from the DC conductivity due to the free charges. From Eq. (1.36), two different
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Figure 1.12 Change of dielectric losses in relation to the value of conductivity.

ranges could be defined as describe in Figure 1.12:

for ωτ 	 1: ε′′ = σ

ω
, range I (1.37)

for ωτ 
 1: ε′′ = εS − ε∞
ωt

, range II (1.38)

The second term of Eq. (1.36) is usually small with respect to the first (with typical
values σ = 10−8 s, τ = 10−10 s, στ == 10−18 s). This is fairly small compared with
the first term, which is of the order of 10−11 and can be neglected.

The hydroxide ion is a typical example of ionic species showing both ionic and
dipolar characteristics. For solutions containing large amounts of ionic salts, this
conductive loss effect can become larger than the dipolar relaxation.

For solids, generally the conduction losses are often very small at room tempera-
ture but can change strongly with temperature. A typical example is alumina with
very small dielectric losses at room temperature (close to 10−3) that can reach fusion
in a few minutes in a microwave cavity [75]. This effect is due to a strong increase
in conduction losses associated with the thermal activation of the electrons that
pass from the oxygen 2p valence band to the 3s3p conduction band. Moreover, in
solids, conduction losses are generally enhanced by material defects which sharply
decrease the energy gap between the valence and conduction bands. Carbon black
powder exhibits high conduction losses. Hence carbon black powder can be used
as a lossy impurity or additive in order to induce losses within solids exhibiting too
small dielectric losses. This out-of-date trick is used by those using microwaves in
heating applications. This gives an explanation of the problem met with chocolate
in microwave cookers. Chocolate is constituted of lipid polymers exhibiting strong
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microwave losses. Due to microwave heating, degradation of chocolate occurs
very quickly and leads to carbon black production. This increases local microwave
heating. Consequently, microwave heating of chocolate can quickly induce a strong
burning taste.

Although the conductivity is usually a thermally activated process as given by

σ (T) = σ0 exp
[
− U

k (T − T0)

]
(1.39)

where U is the activation energy and σ0 the conductivity at T0. The Joule heating
within the sample cannot be extracted fast enough by conduction and/or convection
so the temperature of the sample increases to a value close to the fusion temperature.
The temperature dependence of solid static permittivity can lead to a strong increase
in dielectric permittivity just below the melting point for the majority of crystalline
or amorphous (glass) materials.

1.1.2.5 Magnetic Losses
Chemical reagents are primarily concerned with dielectric liquids or solids. How-
ever, metal oxides such as ferrites exhibit magnetic losses in the microwaves band.
As for dielectrics, a complex magnetic permeability is defined as

μ̃ = μ′ − jμ′′ (1.40)

The real part is the magnetic permeability whereas the imaginary part is the
magnetic loss. These losses are different from hysteresis or eddy current losses
because they are induced by domain wall and electron spin resonance. These
materials could be placed at the position of magnetic field maxima for optimum
absorption of microwave energy. Transition metal oxides such as iron, nickel, and
cobalt exhibit high magnetic losses. Hence these powders can be used as lossy
impurities or additives in order to induce losses within solids exhibiting too small
dielectric losses.

1.2
Dielectric Properties and Molecular Behavior

1.2.1
Dielectric Properties Within a Complex Plane

1.2.1.1 Argand Diagram
Another graphical representation which is of considerable interest involves plotting
the imaginary part versus the real part, or Argand diagram.

The function could be obtained by elimination of ω between Eqs. 1.20, 1.21. In
the case of a simple dipole relaxation, a circle is obtained.(

ε′ − εS − ε∞
2

)2

+ ε′′2 =
(

εS − ε∞
2

)2

(1.41)
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Figure 1.13 Argand diagram for different values of conductivity (S m−1).

The dielectric permittivity is represented by a semicircle of radius

r = εS − ε∞
2

(1.42)

centered at

ε′ = εS + ε∞
2

(1.43)

The top of this semicircle corresponds to τω = 1.
This plot of experimental values is a convenient graphical test of the applicability

of Debye’s model. The influence of the last term on the diagram shape can be seen
in Figure 1.13. The higher the conductivity, the further the actual diagram departs
from the Debye semicircle.

1.2.1.2 Cole–Cole Model
The Argand diagram of many polar molecules in the liquid phase is actually a
semicircle as predicted by Debye’s model. Typical examples are pure alcohols
and symmetrical molecules such as chlorobenzene in a nonpolar solvent (alkane).
Many plots deviate from this Argand plot. This deviation is usually explained by
assuming that there is not just one relaxation time but a continuous distribution.
Long molecules the permanent dipole moment of which is not aligned with the long
molecular axis and polymers show broader dispersion curves and lower maximum
losses than would be expected from Debye relationships. If the molecule is aligned
with the field, only the longitudinal component of the dipole moment is active
during the relaxation process. The molecule tends to rotate about a short molecular
axis with a long relaxation time due to inertial and viscous forces. In contrast, if
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the molecule is perpendicular to the field, the transverse component of the dipole
is active and the molecule relaxes by rotating fairly quickly about its long axis
because inertial and viscous forces are lower in this configuration. If the molecules
are randomly oriented with respect to the field, the corresponding relaxation time
is distributed between these two extreme cases which have just been considered.
If f (τ ) is the distribution function of the relaxation time between τ and dτ , the
corresponding equation for dielectric loss is

ε′′ = ε∞ + (εS − ε∞)

∞∫
0

f (τ ) dτ

1 + jωτ
(1.44)

From these observations leading to a circular arc centered below the axis, Cole
and Cole [76] proposed a modified formulation of Debye’s equation with h being a
parameter characterizing the flattening of the diagram given by Eq. (1.45) (h = 0
corresponds to the classical Debye model):

ε′′ = ε∞ + εS − ε∞

1 + (
jωτ

)1−h
with 0 ≤ h ≤ 1 (1.45)

The value of h found experimentally shows a tendency to increase with increasing
number of internal degrees of freedom in the molecules and with decreasing tem-
perature [76]. The high relaxation is associated with group rotation and molecular
tumbling. Normalized skewed arc plots give evidence of an asymmetric type of
distribution of the relaxation time. The value of h increases with the decrease in
chain length or the distribution of the relaxation time tends towards a symmetrical
distribution with decrease in chain length. The skewed arc behavior in liquids has
been reported by many workers and has been explained in terms of a cooperative
phenomenon and multiple relaxation processes. The molecule becomes less rigid
with increase in chain length and can relax in more than one way. The different
groups may rotate, in addition to the whole molecule. The former process has a
smaller relaxation time compared with the latter process. The intramolecular pro-
cess has similar effects to the intermolecular cooperative phenomenon observed in
pure polar liquids.

1.2.1.3 Davidson–Cole Model
The above kinds of diagrams are symmetrical, and a nonsymmetrical diagram may
be reasonably described by the following analytical relation proposed by Davidson
and Cole [77]:

ε′′ = ε∞ + εS − ε∞(
1 + jωτ

)α with 0 ≤ α ≤ 1 (1.46)

The parameter α close to 1 again reduces to Debye’s model and for α < 1 an
asymmetric diagram is obtained. The Cole–Cole diagram would arise from a
symmetrical distribution of relaxation times whereas the Cole–Davidson diagram
would be obtained from a series of relaxation mechanisms of decreasing importance
extending to the high-frequency side of the main dispersion.
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1.2.1.4 Glarum’s Generalization
Glarum [78] suggested a mechanism which leads to a dispersion curve barely
distinguishable from the empirical skewed arc of Davidson and Cole. Glarum
considered that dipole relaxation occurs by two coexisting mechanisms. Owing
to lattice defects in the liquid or solid, a dipole can adapt its orientation almost
instantaneously to the electric field. The presence of a hole might drastically reduce
the resistance to rotation. At the same time, dipole relaxation can occur without the
help of defects. Glarum considered that these two processes are independent and
the general correlation function is the product of the correlation function of the
two mechanisms assuming that the motion of defects is governed by a diffusion
equation. Although the relaxation due to the arrival of defects is rare, a classical
Debye relaxation is obtained (α = 1). If defect diffusion is the dominant process, a
circular arc is obtained with α = 0. If the two processes coexist, α = 0.5 is obtained.
Glarum’s theory was extended by Anderson and Ullman [79]. They assumed that
the orientation process is a function of an environmental parameter called the free
volume. These theories raise the possibility of deducing the fluctuation rates of
environmental parameters from dielectric measurements.

1.2.1.5 Molecules with Two or More Polar Groups
Molecules constituted of a skeleton with two polar groups gives two adsorptions
that overlap significantly on the frequency scale. If we use subscripts 1 and 2 for
the lower and higher frequency relaxation, respectively, six parameters have to be
evaluated: if the processes are quite independent, they may well be unequivocally
established by the experimental data. The coexistence of two classical Debye
relaxations is described by

ε′ = ε∞ + εS − ε∞1

1 + ω2τ 2
1

+ εS − ε∞2

1 + ω2τ 2
2

(1.47)

ε′′ = εS − ε∞1

1 + ω2τ 2
1

ωτ1 + εS − ε∞2

1 + ω2τ 2
2

ωτ2 (1.48)

Within a complex plane, two circles are obtained. The overlapping of these two
circles depends on the vicinity of the relaxation time or relaxation frequency of the
two polar groups. This assumption could be applied to more than two polar groups.
Are there two isolated Debye relaxations or a distribution of relaxation time for a
single relaxation process? In the latter last case, it is better to use the Cole–Cole or
Davidson–Cole model. Results of permittivity measurements are often displayed
by this kind of diagram. The disadvantage of these methods is that the frequency
is not explicitly shown.

1.2.2
Dielectric Properties of Condensed Phases

In this section, values of the dipole moment and complex dielectric permittivity
are surveyed more particularly with regard to their frequency dependence for a
variety of liquid and solid systems. The varieties of dielectric phenomena which are
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encountered are briefly described. They are selected to illustrate relations between
dielectric data and the structure and behavior of molecular units.

In contrast to condensed phases, intermolecular interactions in gases are negli-
gibly small. The dipole moment found in the gas phase at low pressure is usually
accepted as the correct value for a particular isolated molecule. The molecular
dipole moment calculated for a pure liquid using Debye’s model gives values
which are usually very different from those obtained from gas measurements.
Intermolecular interactions in liquids produce deviations from Debye’s assump-
tions. Short-range interactions produce a strong correlation between the individual
molecules and enhance the polarization. Hydrogen bonding aligns the molecules
either in chain-like structures (e.g., water and alcohols) or into anti-parallel ar-
rangements (e.g., carboxylic acids). The atomic polarization increases and in the
latter case the orientation polarization decreases by mutual cancellation of the indi-
vidual molecular dipoles leading to a liquid permittivity that is smaller than values
calculated for nonassociated liquids. Provided that intermolecular interactions in
gases are negligibly small, the Debye model gives an adequate representation of
the relation between polarization and molecular dipole moment. The dipole found
in the gas phase is usually accepted as the correct value [80]. The dipole moment
of chlorobenzene is 1.75 D measured in the gas phase whereas it is 1.58 D in
benzene, 1.68 D in dioxane, and 1.51 D in carbon disulfide. In dilute solution, the
solution’s molar polarization could be expressed as the weighted sum of the molar
polarization of the individual components. Significant solute–solute effects are still
present even at high dilutions.

1.2.2.1 Pure Liquids: Water and Alcohols
Water and peroxides (HO–OH) represent a limiting state of such interactions. In
the liquid state, water molecules associate by hydrogen bond formation. Despite its
apparent complex molecular structure due to strong association water closely fol-
lows a simple Debye relaxation (at 25 ◦C : εSr = 78.2, ε∞r = 5.5, τ = 6.8 × 10−12 s,
and Cole–Cole parameter h = 0.02). In the foregoing systems, the molecules
have usually been rigid dipoles without interaction with neighbors. The situation
changes significantly when hydroxyl groups are considered. Such molecules have
appreciable mobility of the dipolar group. For alcohols and phenols, the hydroxyl
group is able to rotate about the axis of the oxygen–carbon bond and can re-
lax intramolecularly. However, in the liquid phase, hydroxyl groups of different
molecules can interact, forming hydrogen bonds which link molecules. Alcohols
such as 1- and 2-propanol lead to almost ideal semicircles in Argand plots. A skewed
arc is found for halogenated alkane derivatives apart from hydrogen peroxide, the
closest analog of water, and unlike the higher alcohols for which the skewed arc
pattern is characteristic. Solutions of electrolytes in methanol and ethanol have
shown decreased permittivity even more markedly than that observed for water.
Calculations suggest that the ionic field is probably not effective beyond the first
solvation layer. Maybe for the alcohols the ion solvation and its local geometric re-
quirements lead to a proportionally larger disruption of the hydrogen-bond chains
than in aqueous solutions.
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1.2.2.2 Effects of Electrolytes
Relaxation processes are represented by several types of Argand diagrams such as
the Debye diagram (I), Cole–Cole diagram (II), and Davidson–Cole diagram (III),
or by a diagram with a few separated Debye regions. Original studies by Hasted
et al. of aqueous solutions of salts showed only diagrams I and II [81, 82].

Since these pioneering studies, more recent experimental evidence suggests the
occurrence of four types of diagram for ionic solutions. Unfortunately, experimental
data are meager, and the development of dielectric measurements for these kinds
of solutions is limited at present.

Recent studies have provided precise measurements of complex dielectric per-
mittivity in a wide frequency range which covers the decimeter, centimeter, and
millimeter spectral regions (7–120 GHz [83–91]). Knowledge of these data is even
more crucial on going to concentrated solutions and solutions at elevated tempera-
tures. In this case, ion–water, water–water, and ion–ion interactions become more
diversified and corresponding relaxation processes become more complicated. The
contribution of ionic losses causes by electric conductivity also increases, especially
in the centimeter wavelength range. Increasing temperature and concentration
of electrolytes induce increases in relaxation frequency or decreases in relaxation
time, adding noticeable errors in determinations. Experimental evidence from
measurements over a wide frequency range make it possible to describe the
whole dispersion region. At high frequencies, the contribution due to electrical
conductivity is smaller.

Figure 1.14 shows the change with frequency of the real and imaginary parts
of aqueous NaCl solutions at high concentrations. The DC conductivity was
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Figure 1.15 Effect of ionic conductivity on dielectric losses.

neglected by authors. They made measurements at 1 kHz using conventional
methods. Addition of electrolytes usually increases the conductivity as illustrated in
Figure 1.15 (arrows indicate values of dielectric losses at 2.45 GHz). No resonance
or relaxation processes other than the Debye rotational diffusion of water molecules
occur in the high-frequency part of the millimeter wavelength range. This indicates
that ionic losses have been described by Eq. (1.36). The structural model of an
electrolyte solution that reflects the difference in water molecule dynamics at
various concentrations can be represented by the following scheme. In the diluted
regions water molecules can be divided into molecules whose state is modified by
the presence of ions (hydration shell of cations and anions) and molecules that
retain all the properties of pure water (bulk water). In highly concentrated solutions,
in which the bulk water is lacking, the model implies the occurrence of two states
of water molecules: water molecules bound by one ion, fragment of hydration shell,
and molecules shared by cations to form an ion–water cluster structure [92–102].
These different structural subsystems should be found within the dispersion
region. LiCl and MgCl2 solutions lead to two simple Debye dispersions (free and
hydration shell molecules).

First, in relation to concentration, ions may associate, producing ion pairs or
similar solute species of appreciable dipole moment. Such species will make their
own contribution to the dielectric relaxation processes. Owing to their strong
localized electric field, ions influence the solvent’s molecular interactions. Addition
of sodium chloride to water leads to a strong decrease in the real part of the dielectric
permittivity equivalent to a temperature increase (e.g., 0.5 M sodium chloride at
0 ◦C has the same value as pure water at 30 ◦C). The value of the relaxation time
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is shifted in the same sense but to a far smaller extent. The sodium chloride
ions markedly change the geometric pattern of molecular interactions. According
to X-ray and neutron diffraction studies, the electrostatic field neighborhood of a
sodium or chloride ion is such that the interaction energy with the water–molecule
dipole greatly exceeds that of a typical hydrogen bond between the solvent species.
This means that an appreciable number of water molecules will be frozen around
each ion, a change in molecular pattern from the liquid. The freezing of these
water molecules forming a hydrate sheath around the ions means that their dipoles
are not free to reorientate in the applied electric field. This causes a decrease in
permittivity. This effect was quantitatively defined by Hasted et al. [81, 82]: for 3 M
sodium chloride solution the permittivity is half the value for the pure solvent (e.g.,
nine water molecules immobilized per pair of sodium chloride ions). Neutral solute
molecules such as ethanol noticeably increase the dielectric relaxation time of water
[103–105]. This is frequently expressed by saying that the water tends to freeze to
an ice-like configuration in the immediate neighborhood of the solute molecule.
Many physicochemical data (e.g., entropy, partial vapor pressure, viscosity) agree
in this respect. However, the situation is not a simple one, because ionized salts
such as alkylammonium lead to a breakdown of the structure but nevertheless
produce an increase in relaxation time. Possibly opposing effects occur: these salts
are known to form a crystalline hydrate structure of the clathrate type.

Foodstuffs contain a lot of water, and many people believe that water induces
microwave heating capabilities of food. According to Figure 1.15, the dielectric
relaxation of water and corresponding dielectric losses are negligible for ionic
solutions. Conduction losses are preponderant. Ionic species such as salts (sodium
chloride) induce dielectric losses of soups and microwave heating results from
ionic conduction.

1.2.2.3 Intermolecular Interactions and Complexes
Dielectric measurements of interacting solutes in inert solvents provide infor-
mation regarding molecule complex formation. Some such dipoles induced by
intermolecular interactions and molecular complexes in benzene solution are
listed in Table 1.3. The dipole moment of the complex is a function of the relative
strengths of the acid and base and the intramolecular equilibrium is described by

X − H · · · Y � X− · · · H − Y + (1.49)

Stronger acid–base complexes with proton transfer induce the formation of ion-pair
systems leading to high dipole moments. The OH–N interactions in acetic and
chloroacetic acid with pyridine lead to an increase in polarity. Thus at least 70%
ionic character is expected in the trichloroacetic acid–pyridine complex. The very
high dipole moment of the picric acid–base complex shows that a predominantly
ionic form exists.

Solutions of two nonpolar compounds often exhibit polar properties. Iodine
solutions in benzene show a polarization greater than expected for nonpolar
compounds. In most cases, the interactions involve partial electron transfer
from one component to another. One component has a positive charge (donor)
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Table 1.3 Dipolar moment of molecular complexes in benzene solution. Data from [27].

Components μ(X − H) μ(Y) μ(H − Y)

CH3COOH C5H5N 1.75 2.22 2.93
ClCH2COOH C5H5N 2.31 2.22 4.67
Cl2CHCOOH C5H5N – 2.22 5.24
Cl3CCOOH C5H5N – 2.22 7.78
CH3COOH (C2H5)3N 1.75 0.66 3.96
s-C6H2(NO3)3OH (n-Bu)3N 1.75 0.78 11.4

and the other has negative charge (acceptor). In the benzene–iodine complex,
partial electron transfer can be envisaged between electrons of benzene π

orbitals and the lowest unfilled orbital of iodine. The degree of electron transfer
determines the dipolar moment observed. Such systems, called charge-transfer
complexes, lead to changes in other physical properties such as magnetic
properties.

The relaxation times of trihalogenated esters in solution in benzene, dioxane,
and carbon tetrachloride show another typical anomalous behavior, which can be
explained by solute–solvent interactions. It is well known that an ester molecule is
a resonance hybrid in which carbonyl assumes a positive character. This character
is further accentuated by the three electron-attracting halogen groups. This positive
carbonyl carbon interacts strongly with the oxygen lone-pair electrons in dioxane
and π electrons of the benzene ring forming complexes with these solvents and
resulting in large values of the relaxation time [54].

1.2.2.4 Intermolecular Interactions and Hydrogen Bonding
Hydrogen bonding is a form of molecular orientation involving an A–H group
and an electron donor component Y; A is usually oxygen, sometimes nitrogen, and
less frequently carbon. Hydrogen bond formation alters the electronic distribution
within the molecules and changes the polarization and could induce a dipole
moment. The polarization of N-substituted amides in solution increases with
increase in concentration. Association into polar chains occurs with a dipole
moment higher than for the monomer unit. Intermolecular hydrogen bonding
occurs if the NH group is in a trans position with respect to the CO group. The
two group dipole moments reinforce each other, producing an enhanced dipole.
Solute–solvent interactions caused by hydrogen bonding can also increase the
dipole moment. The increase is much larger than expected from the inductive
effect alone: HBr has a dipole moment of 1.08 D in benzene solution compared
with 2.85 D in dioxane solution.

1.2.2.5 What Is New About Bound Water?
Owing to the electric charge distribution of electronic orbitals, water molecules form
an almost tetrahedrally structured hydrogen bond network. Computer simulation
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studies [106, 107] furthermore showed that a perfect tetrahedral structure only
exists at reduced water density: 84% four-coordinated molecules at ρ = 0.75 g cm3

and temperature close to 0 ◦C according to [107]. More and more network defects
appear with increase in ρ. In liquid water with ρ = 1 g cm3, all water molecules
have five neighbors. Moreover, 12% of water molecules are octahedrally coordinated
with six neighbors. Network defects induce smearing of the binding energy of the
water molecules.

In molecular biology and food science, bound water refers to the amount of water
in body tissues which are bound to macromolecules or biomolecules. The term
bound water means hydrogen bonds stronger than in liquid water. Unfortunately,
no definition exists of the energy difference between hydrogen bonds within
normal and bound water. According to the literature, it is widely accepted that
the dielectric spectrum of bound water should be positioned between the spectra
of liquid water and ice. Kaatze [108] reviewed the evidence for bound water from
implications on the dielectric properties of aqueous solutions. Broadband dielectric
spectra of aqueous solutions provided experimental evidence for bound water. The
extrapolated values of the static permittivity for an aqueous electrolyte solution
may clearly fail compared with the predictions of mixture relations. First, this
polarization decrease is due to preferential orientation around electrically charged
solutes such as small multivalent ions. The permanent electric dipole moment of
water molecules may be preferentially oriented in a strong electric field and may
therefore be unable to follow external field changes. Such an effect of dielectric
saturation likely exists also with water close to polyanions, especially when the
steric order of neighboring ions or ionic groups tends to intensify the local electric
field strength.

According to Kaatze [108], such water may be considered as bonded. However,
no clear evidence for interaction energies exceeding the hydrogen bond energy of
pure water has been found. Rather, enhanced relaxation times at low water content
reflect the low concentration of hydrogen bonding sites and thus the low probability
density for the formation of a new hydrogen bond.

Computer simulations by Alder and Alley [109] in 1984 showed that an ion
moving in an electric field sets up a nonuniform flow. The hydrodynamic flow
around an ion moving in an electric field tends to induce rotation of dipolar solvent
molecules in the direction opposite to that in which they would rotate due to the
field. According to Kaatze [108], the second effect could explain the polarization
decrease of aqueous solutions: ‘‘the orientational polarizability of water decreases
because moving ions rotate adjacent water molecules in the direction opposite
to that they would rotate due to the external field. Kinetically depolarized water
does not fully contribute to the electric polarization and may thus be misleadingly
named bound.’’ These new results permit the analysis of broadband dielectric
spectra of aqueous solutions. The data reviewed allow bonded water to be defined
and give precision to the effect of an electric field on water molecules around
ions. Depolarization effects are particularly strong when water is surrounded by
nonpolar components, such as in water-in-oil emulsions, vesicle solutions, and cell
suspensions.



40 1 Microwave–Materials Interactions and Dielectric Properties

1.2.3
Dielectric Properties of Macromolecules and Polymers

1.2.3.1 Macromolecules and Polymers
Because of their partial use in the electrical industry and because of the partial
relevance of dielectric studies to questions of molecular mobility and relaxation
time, extensive studies of polymer behavior have been made by dielectric methods.
Only the salient feature can be outlined here.

Nonpolar polymers, such as polyethylene, polytetrafluoroethylene, and poly-
styrene, are especially significant for their low loss values over the widest
frequency range. Polar polymers such as poly(vinyl chloride), poly(vinyl acetate),
and polyacrylates show dispersion at lower frequencies than the monomeric
molecules, as expected. Two or more dispersion regions are commonly observed.
They are referred as α, β, and γ bands beginning with the lowest frequency
dispersion. The α dispersion is broader than a Debye process. Dielectric losses
have a lower maximum and persist over a wide range of frequency. Fuoss and
Kirwood [110] successfully described this behavior. It is generally considered that
the α dispersion is due to Brownian motion of the polymer chain whereas the β

dispersion is due to oscillatory motion or intramolecular rotation of side groups.
Small molecules adopt reasonably well-defined geometry configurations and

calculation of dipole moment is possible. For polymers, mobile configurations
with rotations about single bonds in the chain skeleton and may occur for many
side groups. The measured dipole moment is the statistical average of the mobile
configurations and is proportional to the square root of the number of polar groups
present in the polymer. The dipole moment μ of a polymer is usually expressed as〈

μ2〉 = ngμ2
0 (1.50)

where n is the number of polar groups in the chain, μ0 is the group dipole moment
of the polar unit, and g is a factor depending on the nature and degree of flexibility
of the chain. Theoretical calculations of g were extensively studied by Birshtein and
Ptitsyn [111] for polymers with polar groups in rigid side chains and by Marchal
and Benoit [112] for polymers with polar groups within the chain backbone. In
both polymers, g is a function of the energy barrier restricting rotation within the
chain backbone.

The very large dipole moment of polymers provides strong intermolecular
forces in solution. Atactic and isotactic polymers have different dipole moments.
The dipole moment for the atactic polyvinyl isobutyl ether is 10% lower than
in the isotactic form, showing that the isotactic polymer adopts a more ordered
structure with group dipoles tending to align parallel to each other.

Rigid polymers possess dipole moments which are proportional to the degree
of polymerization. The α-helical form of polypeptides (e.g., γ-benzyl glutamate)
leads to very high dipole moments because the group dipole moments are aligned
in a parallel manner. In the α-helix the carbonyl and amino groups are nearly
parallel with the axis of the helix, which is stabilized by hydrogen bonding between
these two groups. The calculated dipole moment for this arrangement is 3.6 D
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for the peptide unit (2.3 and 1.3 D for carbonyl and amino group, respectively), in
agreement with the experimental value.

1.2.3.2 Highly Functional Inorganic–Polymer Composites

Dielectric and Magnetic Performances Highly functional inorganic–polymer com-
posite materials will soon find widespread applications, especially in microwave
applications due to the flexibility in the tailoring of their electromagnetic properties
associated with easy fabrication of components into desired shapes compared with
their metallic or ceramic counterparts [113]. Among these materials, thermoplastic
filler–polymer composites have attracted strong academic and industrial interest
owing to their additional advantages of easy production and low cost. The appli-
cability of simple component fabrication methods such as injection molding and
extrusion processes is another major advantage [114]. Among the various filler
materials, magnetic fillers are particularly interesting because these composites
can show not only high magnetic performance but also high dielectric perfor-
mance at the same time. This multifunctional behavior could be used for designed
radiofrequency and microwave components such as antennas [115]. Nowadays,
nanomaterials used as functional fillers are increasing in academic and industrial
importance by offering unique properties compared with their counterparts em-
ploying larger particle sizes or corresponding bulk [116]. However, incorporation of
nanoparticles into polymer matrices is a challenging task: dispersion of nanopow-
ders is generally difficult owing to their high agglomeration tendency deriving from
the high surface energy existing between particles [117].

Recently, several groups studying the physical and electrical properties of
particulate–polymer composites have revealed the existence of interphase regions
between the polymer matrices and the particles. These interphase regions consist
of polymer chains that were bonded or oriented at the particle interface resulting
in unique physical and electrical properties [118–120]. In this region, movement
of the polymer chain is restricted owing to the interaction with the filler surface,
giving the region a higher dielectric permittivity at the interface than within the
bulk polymer. When the volume fraction of the interphase increases, the dielectric
properties of the composite will increase. The volume fraction of the interphase is
roughly a product of the interphase thickness and the area of the interface between
the filler and the polymer matrix. The thickness of the interphase is affected by
chemical and/or physical interactions between the filler surface and the polymer
molecule. The area of the interface depends on the dispersion state of the filler in
the matrix. From the dielectric behavior point of view, the metal–polymer compos-
ite system can be explained as a network of small capacitors connected in series
or in parallel with each other, where the conductive particles behave as electrodes
and the matrix polymer as dielectrics [121–125]. Assumption of an interphase with
a slightly higher relative permittivity compared with that of the bulk at the filler
surface in this system means that the relative permittivity of the dielectric between
the electrodes increases slightly, thus resulting in a higher relative permittivity of
the whole capacitor system. In addition, the dispersion of these surface-modified



42 1 Microwave–Materials Interactions and Dielectric Properties

particles is expected to be far better than that of unmodified particles. This would
give a wider interface between the fillers and the matrix. Consequently, the volume
fraction of the interphase with a slightly high dielectric permittivity in the com-
posites would increase. This would also lead to a higher relative permittivity of the
composites.

Nanocomposites and Clay Exfoliation Organic polymers, loaded with small
amounts of montmorillonite (MMT) clay, result in polymer–clay nanocomposites
(PCNs). In last two decades, PCNs have been subjected to intense industrial and
academic research owing to their outstanding mechanical, thermal, chemical,
and electrical properties compared with pure polymers [126–132]. MMT clay,
which is also called an inorganic polymer, has a laminar structure and excellent
hydrophilic and cation-exchange properties. For its sheet dimensions, the length
bandwidth can be hundreds of nanometers but the thickness is only 1 nm. MMT
clay is composed of units made of two silica tetrahedral sheets centered with
an alumina octahedral sheet, which is called a 2:1 phyllosilicate, and chemically
it is a metal silicate. Its layers are stacked by weak dipolar or van der Waals
forces, and it has both surface and edge charges. The charges on edges are
easily accessible to modification, but this does not achieve much improvement in
interlaminar separation. These sites represent an opportunity for the attachment
of functional groups of polymers during the synthesis of PCN materials. In water
or polar organic solvents, MMT clay has excellent swelling properties owing to
the intercalation (absorption) of solvent molecules in the clay galleries and also
the adsorption of solvent molecules on the external surfaces of its sheets. In
an intercalated structure, the polymer is located in the clay galleries, expanding
the clay structures but maintaining a long distance between the platelets or
sheets, whereas in the case of an exfoliated structure, the original face-to-face
structure of the clay platelets is destroyed and single clay sheets are randomly
dispersed in the polymeric solution. Complete exfoliation of all the individual
platelets is very difficult to achieve and most PCN solutions contain regions of
both intercalated and exfoliated structures and their ratio depends on the polymer
and clay interaction in the solutions. The structural morphology and polymer
intercalation properties of the PCN films have been widely characterized by
scanning and transmission electron microscopy and X-ray diffraction and Fourier
transform infrared spectroscopy. The characterization of the dielectric properties
of PCNs films has significant applications in integrated circuits, microelectronics,
insulating devices, and membrane technology [133].

When nanocomposites are placed in an electric field they are subjected to ionic,
interfacial, and dipole polarization at different time scales and length scales, making
possible dielectric relaxation spectroscopy, which is uniquely suited for the study
of nanocomposite dynamics. In the low-frequency range, the polymeric solutions
show large dielectric dispersion due to the polymer chain segmental dynamics,
ionic conduction, and electrode polarization phenomena [134–141], and these
properties are governed by the solute–solvent interactions. Dielectric relaxation
spectroscopy confirms the molecular dynamics in relation to the morphology of
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the PCN films [142–145]. Bur and co-workers [146, 147] successfully employed
dielectric relaxation spectroscopy to obtain quantitative information about the
extent of clay exfoliation and its possible control in the polymer matrix in online
melt PCN processes.

1.2.4
Dielectric Properties of Solids and Adsorbed Phases

1.2.4.1 Solids and Dipole Relaxation of Defects in Crystals Lattices
Molecules become locked in the solid lattice and a rigid lattice cannot make a
contribution to orientational polarization. In the case of polar liquids such as water,
abrupt decreases in dielectric permittivity and dielectric loss occur on freezing.
Ice is transparent at 2.45 GHz. At 273 K, whereas the permittivities are closely
similar (water = 87.9, ice = 91.5). the relaxation times differ by a factor 106

(water = 18.7 × 10−12 s, ice = 18.7 × 10−6 s). The molecular behavior in ordinary
ice and features that may be relevant to a wide variety of solids were further
illuminated by the systematic study of the dielectric properties of the numerous
phases (ice I–VIII) formed under increasing pressure. Davidson was the first to
publish an exhaustive study [148]. However, a molecule may have equilibrium
positions in a solid which correspond to potential energy minima separated by a
potential barrier due to interactions with neighbors. Such a molecule changes its
orientation either by small elastic displacements or by acquiring sufficient energy
to jump potential barriers. When an electric field is applied to a crystalline dipolar
solid, polarization could occur by three mechanisms: distortion polarization, elastic
displacement of dipoles from their equilibrium position, and the change in the
relative orientations of dipoles.

Typical lattice defects are cation vacancies, but other types of more complicated
structural defects are substitutional or interstitial ion defects. This cation vacancy
behaves like a negative charge. If the temperature is high, ions are sufficiently
mobile that anions could be expelled from the lattice by the Coulomb potential of
the cation vacancy. Cation and anion vacancies could form a dipole oriented along
one of the six crystallographic axes. This vacancy coupling is then able to induce
crystalline dipoles. Similar dipoles can also appear when an ion is substituted for
the host ion. A divalent atom such as calcium is substituted for a monovalent
cation in alkali metal halides, releases two electrons and becomes a doubly charged
ion. The new atom of calcium has an excess positive charge which couples with
negative defect such as an alkali metal vacancy or an interstitial halide to create a
dipole. In the following, an LiF lattice with the lattice parameter a, containing N
substitutional Mg ions per unit volume, is considered. According to the Langevin
model and Maxwell–Boltzmann statistics, the polarization due to the dipole defects
is given by

Pdd = Na2e2

6kT
(
1 + jωτ

)E (1.51)
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Li ion has been replaced by an Mg ion. This ion with its positive charge forms a
dipole with a negative lithium vacancy sitting on one of the 12 nearest neighbor
sites normally filled with Li ions. In the absence of an electric field, these 12
positions are strictly equivalent and the lithium vacancy hops between them, giving
a zero average dipole moment for the defect considered. In the presence of an
electric field, the 12 sites are no longer equivalent. Generally, the 12 sites split into
three categories in relation to value of the interaction energy with the electric field.
Hence the value of the dipole moment is given by

μ = ae√
2

(1.52)

Finally, the complex permittivity of the substituted lattice takes the following
familiar form:

ε′′ = ε∞ + Nμ2

3kT
(
1 + jωτ

) (1.53)

This equation describes a Debye relaxation. Magnesium- and calcium-doped
lithium fluorides have a characteristic Debye relaxation diagram from which the
dopant concentration and the relaxation time can be deduced. Many others crystals
containing mobile lattice defects exhibit similar Debye relaxation processes. A clear
understanding of the structure of color centers results from dielectric relaxation
spectra. Nuclear magnetic resonance, optical, and Raman spectroscopy can be used
efficiently in conjunction with dielectric spectroscopy.

1.2.4.2 Solids and Adsorbed Phases
Solid surfaces almost invariably have absorbed molecules derived from the gas or
liquid medium to which the surface is exposed. The amount of such absorbed
material depends upon the chemical nature of the solid surface. The absorbed
layer can greatly influence the solid surface properties. The absorbed molecules
may reorient by a libratory oscillation between defined orientational positions (see
the subsection Orienting Effect of a Static Electric Field in Section 1.1.2.1). Such a
restricted process could account for the reduced effective permittivity. The extensive
occurrence of silicates (clays and soils) as catalysts in chemistry adds interest to
their study

CONCEPTS More About Relaxation Process Within Solids

Typical loss peaks are broader and asymmetric in solids, and frequency is
often too low compared with the Debye peak. A model using the hypothesis of
nearest neighbor interactions predicts a loss peak with a broader width,
asymmetric shape, and lower frequency [27]. These behaviors are well suited to
polymeric materials, glassy materials, and ferroelectrics. Low-temperature loss
peaks typically observed for polymers need many-body interactions to be
obtained. Although the present understanding of these processes is not yet
sufficient to permit quantitative forecasting and dielectric properties of solids
may offer insight into mechanism of many-body interactions.
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1.2.5
Dielectric Properties of Interfaces and Colloidal Suspensions

1.2.5.1 Interfacial Relaxation and the Maxwell–Wagner Effect
Dielectric absorption quantifies the energy dissipation and most systems will
show energy losses from processes other than dielectric relaxation. Usually these
processes are related to the DC conductivity of the medium. The corresponding
loss factor of higher conductivity value persists at high frequency and even in
the microwave heating range. The incidence of DC conductivity appears for fused
ionic salts as a distorting feature. In addition to DC conductance loss, energy
dissipation can occur by scattering of the radiation at interfacial boundaries in
nonhomogeneous materials. In the visible region, the distribution of small particles
of a second material (e.g., air bubbles) in an otherwise transparent medium can
render it opaque. The same feature arises in dielectric media when particles are
dispersed within a matrix. The general aspect of this absorption is referred as the
Maxwell–Wagner effect.

If the dielectric material is not homogeneous but could be considered as an
association of several phases with different dielectric characteristics, new relaxation
processes could be observed. These relaxation processes, called Maxwell–Wagner
processes, take place within heterogeneous dielectric materials. An arrangement
constituted of a perfect dielectric without loss (organic solvent) and a lossy dielectric
(aqueous solution) will behave exactly like a polar dielectric with a relaxation time
that becomes greater as the conductivity becomes smaller. Such an arrangement
leading to a macroscopic interface between two nonmiscible solvents could be
extended to the dispersion of slightly conducting spherical particles (radius a,
permittivity, and conductivity) in a nonconducting medium (dielectric permittivity
equal to εM). In order to calculate the effective permittivity of the dispersion,
consider a sphere of radius R containing n uniformly distributed particles. These
particles coalesce to form a concentric sphere of radius 3√na3. Then, the effective
dielectric permittivity of this heterogeneous medium is given by

ε̃ = ε∞ + εS − ε∞
1 + jωτ

(1.54)

where the static dielectric permittivity εS is given by

εS = εM

(
1 + 3na3

R3

)
(1.55)

The system relaxes with a relaxation time given by

τ = εP + 2εM

σ
(1.56)

Biological cell suspensions, under the influence of an external electric field,
undergo well-pronounced dielectric relaxations in the frequency range roughly
from 1 to 100 MHz [149, 150]. These dielectric dispersions, typical of highly
heterogeneous colloidal systems, such as a biological cell suspensions, are due
to the phenomenon of interfacial polarization, which originates when different
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dielectric media, separated by a large interface, are in close contact with each
other [151]. At the membrane interface an asymmetric surface charge distribution,
induced by the external electric field, generates an apparent dipole moment, which
is ultimately responsible for the observed dielectric relaxations.

Space-charge polarization could lead to dielectric relaxation. Accumulation of
charges in the vicinity of electrodes unable to discharge the ions arriving on them
can induce relaxing space-charge. The ions’ behavior balances the effect of field
to accumulate charge upon interfaces whereas thermal diffusion tends to avoid
them (i.e., interfaces between two liquids with different dielectric permittivity and
conductivity). The layer can contain charge density and is therefore equivalent
to a large dipole. The sluggish dipole reversal is a relaxation process. Unlike the
classical Debye model, it is impossible to separate dielectric permittivity into real
and imaginary parts. An Argand diagram could be calculated and were found to be
exactly semicircular and slightly flattened.

These interfacial polarization effects can explain the strong enhancement of the
microwave heating rate observed by some workers with phase-transfer processes
which associate an organic solvent with high lossy aqueous solutions or with
dispersion of solids within nonpolar liquids. The Maxwell–Wagner loss will not
appear in homogeneous liquid systems. Particularly in the case of supercooled
liquids such as glasses and amorphous solids, the three loss processes, DC
conductivity, Maxwell-Wagner effect, and dipolar absorption, occur simultaneously.
Consequently, even if these media exhibit low dielectric loss at room temperature,
slight heating will lead to a strong increase in dielectric losses related to the
fusion process. For instance, an empty drinking glass placed within a domestic
microwave oven can easily melt. The magnitude of this phenomenon depends on
the oven power. Obviously, if a waveguide or cavity is used, an empty test-tube,
a test-tube partially filled with lossy products or a test-tube filled with products
without dielectric loss can lead to tube fusion. For products with a slight dielectric
loss, it is better to avoid glass and to use a test-tube made of quartz or silica without
dielectric loss at 2.45 GHz.

1.2.5.2 Colloids

Dielectric Properties of Colloids Colloidal solutions are the most difficult systems to
measure and to analyze in dielectric terms. If the solute particle has dipole moments,
the solution should show anomalous dispersion and loss at low frequencies
provided that the dipole orientation involves the orientation of the whole particle. If
there is a considerable difference in dielectric constants or conductivities between
particles and the matrix, interfacial polarization causes dielectric loss and the
frequency lies in the low-frequency range. In aqueous colloidal solutions, the
presence of electrolytes even in small amounts in the water would commonly cause
a sufficient conductivity difference to give interfacial polarization. In addition, there
is an effect of the electric double layer at the particle surface even in the absence
of an electric field. The influence of these factors must be taken into account.
Errera [152] reported first results of large apparent permittivity for vanadium
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pentoxide and Schwan [153]] was the first to provide experimental evidence for a
strong increase in static permittivity for a polystyrene sphere suspension in water.
Values of static permittivity of around 10 000 for diameters close to the micron
range have been reached. The dynamics of the charge distributions within these
systems lead to interesting dielectric properties which occur over a time scale
range determined by various aspects of the system. The properties of colloids have
been studied at radiofrequencies but very little attention has been given to their
properties at microwave frequencies, probably because the charge dynamics with
particles several micrometers in diameter are too slow to exhibit a significant loss
at microwave frequencies.

Charged colloids typically consist of charged particles suspended in an electrolyte.
Surface charges attract counterions leading to a double-layer charge. When a
microwave field is applied to a charged particle, the tangential component of
the electric field around the particle surface causes azimuthal transport of the
double-layer ions across the particle, which results in an asymmetric charge
distribution within the double layer around the particle. This charge redistribution
induces a change in the dipole strength, leading to a resultant electric field around
the particle which opposes the applied field [152–154]. O’Brien [155] showed that
the flow of counterions results in a high-frequency, low-amplitude relaxation with
relaxation time τ1 given by

τ1 ≈ 1

κ2D
(1.57)

where κ is the reciprocal of the double-layer thickness and D is the ion diffusivity
[154]. After this charge redistribution of the double layer, a slower relaxation process
takes place within the electrolyte. The low-frequency relaxation time τ2 is given by

τ2 = R2

D
(1.58)

where R is the radius of the particle. The size dependence of this dissipative process
is of particular interest for microwave heating. Hussain et al. [156] showed that
polystyrene particles with surface charge resulting from sulfate groups suspended
in pure distilled water (diameter between 20 and 200 nm) exhibited relaxation
beyond 10 GHz associated with the dipolar relaxation of water. The dielectric
permittivity and dielectric loss induced by colloids over this region are slightly
lower than those produced by water. Dielectric losses are in agreement with the
additional DC static conductivity of the colloid given by Eq. (1.36). Bonincontro and
Cametti [157] and Buchner et al. [158] described how dielectric measurements can
be used to obtain information about electric polarization mechanisms occurring
at different time scales for ionic and nonionic micellar solutions, liposomes, and
biological cell suspensions. Jönsson et al. [159] discussed the effect of interparticle
dipolar interaction on the magnetic relaxation for magnetic nanoparticles. It seems
that superparamagnetic behavior could be replaced by spin-glass-like dynamics for
those systems.
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Flocculation Processes The separation of the particulate phase from a suspension
is an important unit operation in many industrial and environmental processes.
To achieve effective separation, a prior flocculation process is often necessary. The
agglomeration of particles into larger aggregates increases the settling velocity [160]
of the particulate phase and lowers the specific resistance to filtration [161, 162].
Flocculation is commonly induced by the adsorption of synthetic polymers on par-
ticle surfaces. Depending on the characteristics of the polymer and the particle, the
adsorption will generally facilitate flocculation through one of three mechanisms:
charge neutralization caused by the evenly distributed adsorption of a low molecu-
lar weight polymer [163], patch flocculation caused by mosaic-like adsorption of a
highly charged medium molecular weight polymer, resulting in a patch-like charge
inversion [164], or bridging caused by the adsorption of a high molecular weight
polymer on more than one particle [165]. Flocculation has been the subject of sev-
eral studies, both theoretical [160, 163, 164, 166–169] and experimental [170–173].
Describing the process in generalized terms is complicated by the complex kinetics
of polymer mixing, polymer–particle collisions, polymer adsorption, polymer re-
configuration, particle–particle collisions, and particle–particle breakup [174]. As
the interparticle forces responsible for the particle aggregation are influenced by
the adsorbed polymer and its configuration on the particle surface, evaluating these
forces is not easy and experimental methods for monitoring the process on-line are
needed.

As many industrial processes involve suspensions of high solids content, methods
for the characterization of flocculation in nondilute suspensions are of interest,
from both industrial and research viewpoints. The use of rheological measurements
to assess the state of flocculation has been investigated previously in sludges, but it
was found difficult to obtain a direct correlation between the rheological data and
optimum polymer dosage [175].

A method that has been used extensively to characterize colloidal suspensions is
dielectric spectroscopy (DS) [176–181]. The frequency-dependent permittivity of a
suspension can be measured. In the kilohertz range, a dispersion of the permittiv-
ity is found in colloidal suspensions. At low frequencies, the permittivity reaches
values that can be several orders of magnitude higher than at higher frequencies.
This phenomenon is caused by a relaxation process, termed α relaxation. The
mechanism responsible for this relaxation is the occurrence of a diffusion current
across the diffuse part of the electrical double layer. The ionic diffusion arises as
an effect of the difference in the field-induced ionic fluxes in and out of the double
layer due to different concentrations in the bulk and in the double layer [182]. At low
frequencies, the time available for concentration polarization is sufficient to create
a dipole, which results in an increase in permittivity. At high frequencies, however,
the time available for ionic diffusion is insufficient and no such effect is evident.
From the α relaxation, information on both particle charge and size can be extracted
[183]; moreover, the measurements can be made over a wide particle concentration
range [181]. Furthermore, Genz et al. used DS to investigate the shear-dependent
deflocculation of aggregates of carbon black particles [184], finding that changes in
dielectric dispersion could be attributed to the deflocculation process. The use of
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impedance spectroscopy to study the coagulation of blood has been reported [185,
186] and the overall capacitance of the sample was found to increase as the blood
coagulated. The fact that DS and related techniques have previously been used to
obtain information on processes involving structural changes further justifies their
use in characterizing flocculation processes. The use of DS to study the floccula-
tion of polystyrene particles with poly(DADMAC) [poly(diallyldimethylammonium
chloride)] was investigated by Christensen and co-workers [187, 188]. The dielectric
dispersion of the suspension, measured at various polymer dosages, was modeled
using the Cole–Cole model. More recently, Christensen et al. [189] used DS as
a method for evaluating the flocculation of model core–shell particles. Particles
with varying shell thickness were synthesized and flocculated using two highly
charged poly(DADMAC) polymers. In addition to the measurement of the dielec-
tric dispersion, the flocculation process was characterized using a photometric
dispersion analyzer and measurements of electrophoretic mobility as reference
methods. Hydrophobically modified poly(acrylic acid) polymers were also used as
model macromolecules and coagulated with barium ions [190]. The potential of
using DS to monitor the coagulation of hydrophobically modified poly(acrylic acid)
polymers was investigated. The relaxation time (τ ) obtained from DS was observed
to increase markedly as coagulation of the polymers was facilitated by the added
barium. The use of τ as an indicator of coagulation therefore seems appropriate.

Thus, whereas most existing methods provide information on only one param-
eter, such as size or charge, DS has the potential to monitor both size and charge
even at high particle concentrations. This makes DS a promising method for
evaluating flocculation processes and a powerful tool in characterizing colloids and
colloidal processes

Particle Shape and Electrokinetic Behavior The response of nonspherical charged
colloids to electric fields involves a complex set of processes acting in different
frequency ranges and determining, at least in principle, an electrokinetic behavior
differing from that of spherical particles. Recent theoretical and experimental
advances in this area have allowed the determination of the extent to which the
shape affects the behavior in a measurable way. Whereas electrophoretic mobility,
both as a response to static fields and through electroacoustic measurements,
is fairly insensitive to the particle shape, dielectric permittivity spectra can be
significantly modified. This is particularly true for rod-like particles, where the
α relaxation frequency depends strongly on the orientation of the particles. The
description of model particles, made stronger by recent theoretical advances and
recent experiments on disk-shaped and rod-like particles, now has the potential to
tackle better the behavior of more complex systems, such as DNA, for which an
important body of recent observations is already available. Specific for dispersions
of nonspherical colloids are those electro-optic properties that have no counterpart
in suspensions of spherical particles. Some electro-optic spectral measurements,
such as electric birefringence, electric dichroism, and electric light scattering, also
depend on the same phenomena occurring in and around the electric double layer
of the particles that also determine the dielectric spectra. However, the electro-optic
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response depends on the polarization of the electric double layer in a different
way, being sensitive to its anisotropy rather than to its mean value. The spectral
sensitivities of DS and electro-optic spectroscopy also differ, the former being mostly
sensitive to the low-frequency α relaxation, whereas the latter is strongly determined
by the contribution of molecular weight to the polarizability. Recent advances in
this field have shown that the electro-optic response at low frequency is also affected
by electrohydrodynamic flows having a nonlinear dependence on E. Such flows
might be responsible for the repeatedly reported anomalous orientation of rod-like
and disk-shaped particles. These phenomena have an intimate connection with the
recently developing field of nonlinear electrokinetics, still largely to be described.
Recently, Jiménez and Bellini [191] published a review of this open area.

1.3
Conclusion

Dielectric or insulating materials can be heated by applying electromagnetic
energy with high frequency. The physical origin of this heating conversion lies
in the ability of the electric field to induce polarization of charges within the
heated product. This polarization cannot follow the extremely rapid reversals of
the electric field and induce heating of the irradiated media. The interaction
between electromagnetic waves and matter is quantified by the two complex
physical quantities dielectric permittivity and magnetic susceptibility. The electric
components of electromagnetic waves can induce currents of free charges (electric
conduction that could be of electronic or ionic origin). It can, however, also induce
local reorganization of linked charges (dipolar moments) whereas the magnetic
component can induce structuring of magnetic moments. The local reorganization
of linked and free charges is the physical origin of polarization phenomena. The
storage of electromagnetic energy within the irradiated medium and the thermal
conversion in relation to the frequency of the electromagnetic stimulation appear as
the two main points of polarization phenomena induced by the interaction between
electromagnetic waves and dielectric media. These two main points of wave–matter
interactions are expressed by the complex formulation of the dielectric permittivity
and magnetic susceptibility.

The physical origin of polarization phenomena is the local reorganization of
linked and free charges. The interaction between a dipole and an electric or
magnetic field is clearly interpreted by quantum theories. In the case of an electric
field, the coupling is weaker and there is such demultiplication of quantum levels
that they are very close to each other. The Langevin and Boltzmann theories have to
be used because the interaction energy is continuous. Owing to the weak coupling
between dipole and electric field there are no quantified orientations and the study
of interactions between a dipole and an electric field gives more information about
the surroundings of the dipole that about itself. Moreover, dipoles are associated
with chemical bonds and any motion of a dipole induces a correlative motion of
molecular bonds, whereas motions of magnetic moment are totally independent
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of any molecular motions. In contrast to magnetic properties, dielectric properties
are group properties and cannot be modeled by an interaction between a single
dipole and an electric field. A group of dipoles interacting with themselves could
be considered. The origin of the confusion between the behaviors of a single dipole
and a collection, or the difference between dilute and condensed phases, is the most
important problem and the source of confusion about microwave athermal effects.

Consequently, dielectric properties could be used to deduce the structures and
behavior of molecular systems in terms of intermolecular interactions even for pure
products or solutions. Recent broadband dielectric spectra of aqueous solutions have
given precision to the effect of an electric field upon water molecules surrounded
by nonpolar components, such water-in-oil emulsions, vesicle solutions, and cell
suspensions.

All solids contain mobile lattice defects which exhibit the Debye relaxation
process. A clear understanding of the structure of color centers and defects has
resulted from dielectric relaxation spectra. Nuclear magnetic resonance, optical,
and Raman spectroscopy can be used efficiently in conjunction with DS.

Colloidal solutions and suspensions are the most difficult systems to measure
and to analyze in dielectric terms. If the solute particle has dipole moments, the
solution should show anomalous dispersion and loss at low frequencies provided
that the dipole orientation involves orientation of the whole particle. If there is a
considerable difference in dielectric constant or conductivity between particles and
the matrix, interfacial polarization causes dielectric loss and the frequency is in the
low-frequency range. In aqueous colloidal solutions, the presence of electrolytes
even in small amounts in the water would commonly cause a sufficient conductivity
difference to give interfacial polarization. In addition, there is an effect of the electric
double layer at the particle surface even in the absence of an electric field. The
influence of these factors must be taken into account. Recently, the potential of
DS to monitor the coagulation and flocculation of colloidal suspensions has been
investigated. The use of the relaxation time as an indicator of coagulation therefore
seems appropriate.

In conclusion, dielectric properties within microwave bands have grown tremen-
dously in stature over the past few years and are now being widely used to monitor
a great variety of physicochemical media.
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