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Some Facets of Molecular Disorder in Crystalline and
Amorphous Pharmaceuticals
Marc Descamps and Jean-François Willart

Most drugs, agrochemicals, and so on, are formulated in the solid state, which
may be either crystalline or amorphous (i.e., glassy). It is well known that glassy
compounds are very disordered solids. However, molecular crystals can also
have varying degrees of disorder. Even perfect crystals are always disordered
because of the thermal agitation of atoms and molecules. The intentional
use of disordered solids and amorphous materials can be of great interest in
pharmaceutical formulations because they may have favorable biopharmaceu-
tical properties, for example, enhanced solubility and dissolution capabilities
[1–3]. The drawback of this approach is that, often, the disordered solids
can be metastable or unstable, physically or (and) chemically [4–6]. Glassy
materials are in a nonequilibrium state and evolve upon aging. Formation
of disordered solids may also be accidental, during the processing of crys-
talline materials. That can dramatically undermine the expected stability of the
drug [7].
The differences in behavior between the different types of solids are fundamen-

tally associatedwith the peculiarities of themolecular disorder. In the pharmaceu-
tical literature related to amorphous solids, most interest has been focused on the
molecular mobility and the way it may impact stability [8]. If mobility obviously
plays an important role, many other aspects of the disorder also can determine
the stability level of solids [9]. In this chapter we examine some of the facets of
disorder that make it possible to differentiate between crystalline and amorphous
states and also between various amorphous states of the same compound. That
requires considering the structural, dynamic, thermodynamic, and even kinetic
aspects of disorder.
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1.1
The Crystal/Amorph Alternative

1.1.1
Crystal/Amorph Alternative: Terminology and Solidity Concept

Condensed matter can normally come in two forms: liquid and solid.The distinc-
tion between liquid and solid states lies in how they respond to the application of
a shear stress.

A liquid deforms continuously when it is subjected to a shear stress: it is a fluid
form of condensed matter.

A solid, on the contrary, can support a shear stresswithout flowing. If the shear is
not too strong, it will deform elastically. This means that when the external forces
are removed, an elastically deformed solid returns to its initial state: it is a rigid
form of matter.
Solids can be either crystalline or amorphous: they differ in their structure and

in the way they are solid.
Perfect crystals are those in which a “motif” – formed by a limited number of

atoms or group of atoms – is repeated periodically in a three-dimensional array
(lattice).This is reflected in the specific external shape that the crystals can adopt.
The equilibrium state of amaterial at low temperature is expected to be crystalline.

The amorphous state of a material does not possess the long-range translational
order (periodicity) of a crystal. It has no specific external shape. A liquid is always
amorphous, but amorphousmaterials can be either solid or liquid. Noncrystalline
solids formed as the result of the deep undercooling of a liquid are conventionally
called glasses.
Crystalline and amorphous solids are not solids in the same way:

• Crystalline solids are “real solids” in that the elastic reversibility does not depend
on the length of time that the shear stress acts.The elastic behavior is character-
ized by the shear modulus G, which is the constant of proportionality between
the strain and the applied stress.

• Noncrystalline (amorphous) solidity needs considering the viscoelastic property
of a real liquid. Generally, a real liquid is capable of responding at first in an
elastic way (instantaneous shear modulus G∞). But, in the words of Maxwell
[10], the elastic behavior is fugitive. After a given time 𝜏 (𝜏 = relaxation time,
which is a function of the temperature T), the behavior is that of a liquid. The
behavior is then characterized by the viscosity 𝜂(T). According to Maxwell’s
model [11], the value of 𝜏 is linked to that of 𝜂 and G∞ by

𝜏 = 𝜂∕G∞ (1.1)

For liquid water at room temperature, 𝜏 ≅ 10–3 Pa⋅s/109 Pa= 10–12 s. This very
low value of 𝜏 gives rise to a high effective fluidity. The designation of an amor-
phous compound as a liquid or solid depends on the value of 𝜏 relative to the
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time of observation t0. If t0 <𝜏 , the material behaves as a solid. If 𝜏 becomes on
the order of a few hours or days, a viscoelastic liquid can be considered opera-
tionally as a solid: it is a glass. G∞ depends on the material and temperature, but
its order of magnitude is always some gigapascals (GPa) or tens of GPa. When
a liquid can be undercooled (i.e., cooled without crystallizing), the value of G∞
is observed to vary with temperature. However, its temperature dependence is
insignificant compared to the large temperature dependence of 𝜂. As a conse-
quence, 𝜏 and 𝜂 are roughly proportional. Values of 103–104 s for 𝜏 correspond to
viscosity values of about 1012 Pa⋅s (≡ 1013 poises).When the viscosity of an under-
cooled liquid – which fails to crystallize – reaches such values, we start observing
a solid behavior. This marks the entry into the glassy domain. The glass transition
temperature Tg has often been defined as that at which the viscosity of an under-
cooled liquid reaches a value of 1013 poise. We will later give another definition of
Tg based on calorimetric observations.

1.1.2
Crystal/Amorph Alternative: Structural Order and Disorder

In this subsection we focus on the structural aspects of order and disorder.We are
concerned about the relative positions and orientations of the molecules, ignor-
ing the possible dynamic aspects of the disorder (molecular mobility). In a simple
manner, an amorphous solid is sometimes defined as a “disordered solid”; how-
ever, crystals, even perfect, are always disordered at some level, and sometimes
very disordered. On the other hand, the structure of many amorphous solids is,
in fact, non-random at certain length scales. We will briefly discuss the various
forms of disorders that will help us to specify the boundary between crystalline
and amorphous disorders.
X-ray (and neutron) diffraction by a sample are probably the best techniques to

provide direct information about the structural organization of condensed mat-
ter. The effects of the different types of disorders on X-ray diffractograms will be
presented to help identifying them.

1.1.2.1 Perfect Crystals
A perfect crystal is the periodic repetition in three dimensions (in principle to an
infinite extent) of unit cells containing an atomic or molecular motif composed of
a few atoms only. The unit cell is built on three noncoplanar vectors a1, a2, and a3
(Figure 1.1). The structural situation at some point in space is exactly reproduced
at every other point obtained by adding a lattice translation vector:

𝐫m = m1𝐚𝟏 + m2𝐚𝟐 + m3𝐚𝟑• (m1,m2,m3 are integers)

In brief, a crystal = amotif + a lattice.
The translational invariance defines the long-range order (LRO) of a crystalline

state.
X-Ray diffraction by perfect crystals (for details, see [12–14])
The geometry of an X-ray diffraction experiment is shown in Figure 1.2.
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Figure 1.1 Two-dimensional representation of the periodic property of a molecular crystal.
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Figure 1.2 Usual setup for X-ray diffraction experiments. 𝜆 is the wavelength. Q is the
scattering vector. IQI= |(s−s0)/𝜆|= 2sin(𝜃)/𝜆 |s|=|s0|=1.

The general expression of the intensity diffracted by the atoms of a sam-
ple – whatever its structure, crystalline or not – is given by

I(𝐐) = ΣiΣj fifj exp[i 2𝜋𝐐• (𝐫i − 𝐫j)] (1.2)

whereQ is the scattering vector, which is a vector in the reciprocal space as defined
in Figure 1.2. fn is the atomic scattering factor of the nth atom of the sample
situated at rn from the origin. Summations are taken over the full sample. This
expression simply shows that X-ray diffraction provides an image, in the recipro-
cal space, of the structure of the sample.
In the case of a perfect crystal, the translational repetition of the motif allows

simplifying the expression of I(Q) in the form of a product:

I(𝐐) = |F(𝐐)|2•ℑ(𝐐) (1.3)
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F(Q) is the structure factor of the unit cell. It reflects the distribution of positions
of the molecules (the motif ) within the unit cell relative to the lattice points.

F(𝐐) = Σjfj exp[i2𝜋𝐐•𝐫j] (1.4)

where the summation is taken on the atoms j of the unit cell only.
ℑ(Q) is called the interference function. It reflects the geometry of the lattice.

ℑ(𝐐) = ΣmΣm′ exp[i2𝜋𝐐•(𝐫m − 𝐫m′ )] (1.5)

where rm is the vector specifying the origin of the mth unit cell. Summations are
taken on the full sample.

• Because of the translational invariance, if the crystalline sample is very large,
ℑ(Q) has nonzero values only for Q corresponding to nodes of the reciprocal
lattice (RL) of the crystal [12–14]. This determines the positions of the Bragg
peaks. If the size of the crystal is large enough (more than a few micrometers),
the width of the ℑ(Q) function around each RL node is negligible.

• The intensity integrated over one diffraction line is proportional to the number
of unit cells.

• The positions of the diffraction peaks are given in the 𝜃 scale by the Bragg law:

sin (𝜃) = n𝜆∕2dhkl (1.6)

where n is an integer and dhkl is the spacing of a given set of crystallographic
planes. Equation 1.6 also shows that Bragg peaks are observed for |Q|= n/dhkl.
The position of the Bragg peaks depends only on the parameters of the unit cell.
The intensity of the diffractionmeasured at one Bragg peak depends on the spatial
organization of the motif in the unit cell, via the value of the structure factor F(Q).

1.1.2.2 Crystal Size Effect
No crystal is fully perfect because of its finite size. Very often, pharmaceuticals
are formulated as powders. Processes used to obtain the powder (milling, dry-
ing, etc.) may either give rise to micro/nanocrystalline or amorphous grains with
very important consequences on the stability and functionality of the final drug. It
is thus important to have a method to identify the structural and microstructural
nature of the grains. Reduction of size can also be the result of accumulation of dis-
locations, which subdivide the crystal into small crystalline domains that diffract
independently. It must be, however, noted that crystallite size ismost often not the
same thing as the particle size. A particle can be composed of several small crys-
tallites. Particle sizes are measured, for example, by light scattering rather than by
X-ray scattering.
Crystal size reduction leads to a specific type of X-ray peak broadening. In

practice, this broadening can be observed only for crystallite sizes lower than
0.1–1 μm. Such peak broadening is only linked to a broadening of ℑ(Q) around
the RL nodewhile F(Q) is notmodified. As a consequence, the integrated intensity
is still proportional to the number of unit cells composing the nanocrystal.
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Thewidth of a diffracted line, in Q units, is inversely proportional to the number
of unit cells (N) along that direction.

𝛿Q ∝ 1∕Lhkl where Lhkl = Ndhkl (1.7)

The important point is that 𝛿Q does not change with the order of the line (i.e.,
with Q). If the line profiles are plotted on the 2𝜃 scale, the equation relating the
crystallite size L to the broadening 𝛿(2𝜃) of the line observed at Bragg angle 𝜃0 is
given by the Scherrer equation

𝛿(2𝜃) ≅ 0.9l𝜆∕L cos 𝜃0 (1.8)

For this type of plot, a specific cosine dependence of the width is observed.
When the crystal sizes are very small, and the Bragg peaks very broad, a consider-
able overlapping of the peakwings can give rise to an apparent diffuse background,
which should not be interpreted as such.
Figure 1.3 shows the diffractograms of the same crystalline compound for

various crystal sizes. For the smallest size (∼30Å= 3 nm), the diffractogram
can become very similar to that of the amorphous form. The interpretation in
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Figure 1.3 X-ray powder diagrams of the same molecular crystal for three different average
sizes of the crystallites compared with the X-ray diagram of the fully amorphous form.
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that case is challenging. Recent PDF (pair distribution function) analyses have
made good progress in differentiating nanocrystalline and really amorphous
compounds (for details see [15, 17] and the chapter by Bordet). When it is
difficult to discriminate between an amorphous and a nanocrystalline situation,
from the mere inspection of the X-ray diffraction pattern the presence or not of a
calorimetric glass transition (existing only for the amorphous state) also helps in
interpreting the structure.

1.1.2.3 Imperfect Crystals: How Disordered Can a Crystal Be?
The translational periodicity determines the LRO of crystals. However, some dis-
order or randomness is not necessarily incompatible with the crystalline nature.
Such a disorder can arise from a local displacement of the structural elements
(such as atoms, monomer units, motif ) or a chemical substitution. A disorder
induces fluctuations of the distance between homologous atoms.The characteris-
tics of these fluctuations allow us to catalog crystalline imperfections and clarify
the limit of crystallinity. In this respect, it is necessary to distinguish two kinds of
crystalline imperfections [13, 14].
1) Imperfections of the first kind: They are such that the fluctuations of the

interatomic (inter-motif ) distances do not increase with the distance between
motifs. Such imperfections preserve the long-range positional order of the lattice,
on average. The motif that repeats translationally is an average one. This average
is taken over either time or space.

I(Q) can still be expressed in the form of the product shown in Eq. (1.3). The
presence of ℑ(Q) still ensures the existence of Bragg peaks. Imperfections of the
first kind do not induce broadening of the Bragg peaks.The structure factor is now
an effective one: <F(Q)>.
It corresponds to the average motif, and takes into account all molecular posi-

tions inside the unit cell with an appropriate statistical weight. This type of disor-
der produces only a reduction in the intensity of the diffraction peaks at high Q
values. The diffracted intensity removed from the Bragg peaks is spread through-
out the reciprocal space in the form of a low-intensity, diffuse scattering.

Example 1.1. Thermal Agitation
The typical example of imperfection of the first kind is the thermal agitation of
atoms andmolecules that exist in every crystal.The regular positions ofmolecules
in a crystal are only average positions around which they are continuously vibrat-
ing and librating. The centers of mass of the vibrating molecules are perfectly
ordered because the vibrations of the different molecules are statistically similar.
Figure 1.4 outlines a simplified example of a crystalline chain of atoms. It simply
demonstrates how the fluctuations induced by vibrations are independent of the
distance between the atoms. The amplitude of the fluctuation can be as large as
1/10 of the lattice parameter. It is highly temperature dependent. For X-ray diffrac-
tion, the atomic form factors have to be replaced by the temperature-dependent
expression

fj(T) = fj exp(−K𝐐2 𝐮2j ) = fj exp(−M) (1.9)
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Figure 1.4 One-dimensional monoatomic
model of imperfection of the first kind:
thermal agitation. The gray zones show
the spatial extension of atomic vibrations

around the average position (black point).
The fluctuation of the distances is inde-
pendent of the interatomic distance:
D1 − d1 =Dn − dn ∀ n.

Figure 1.5 High-temperature hexagonal crystalline phase of caffeine. Molecules are rotating
around the C-axis. The structure is perfectly crystalline but only on average.

where K is a constant and uj is the average displacement of the atom.
M is usually called the Debye–Waller factor.
As a result of expression (1.9), |F(Q)|2 and the Bragg scattering intensity are

reduced. The reduction is more pronounced at high Q values (i.e., high Bragg
angles) and for high temperatures where uj

2 is large.

Example 1.2. Rotationally Disordered Crystals (“plastic crystals”) [18–20]
It is the case of the high-temperature crystalline phase of anhydrous caffeine [21].
Figure 1.5 shows the average hexagonal array of molecules. The high crystalline
symmetry can be understood only if the caffeine molecules – which have a low
symmetry – can rotate around their centers of mass. The dynamic aspect of
this rotational disorder has been confirmed by dielectric relaxation experiments
[21, 22]. Figure 1.6 shows the X-ray powder diffraction pattern of this phase [22].
It is characterized by very sharp peaks. The intensity of these peaks is, however,
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Figure 1.6 X-ray powder diagram of the
high-temperature, hexagonal, disordered
phase of caffeine. Notice the considerable
decrease of peak intensities at high Bragg
angle, which is due to the disorder. However,

the Bragg peaks remains extremely sharp,
which shows that the disorder is fully com-
patible with the existence of a perfect (aver-
age) crystalline periodicity.

decreasing fast with the Bragg angle. We can check that the width of the peaks
does not increase with the diffraction angle. The situation is fully illustrative of
the case of an imperfection of the first kind. The disorder is very important, but
the crystal quality is very high.
We can notice the presence of a conspicuous diffuse scattering, which is

spread in the angular range 10–30∘ (in 2𝜃). The diffuse scattering intensity
corresponds to the intensity removed from the Bragg peaks due to the rotational
disorder. This disordered crystalline phase is an example of mesophase. Other
cases of mesophases are the liquid crystalline phases [23]. These latter types of
mesophases are, however, no more crystalline. They are rather structured liquids
(nematic, smectic, etc.).

Example 1.3. Ice Disorder
The crystalline polymorphism of ice is very complex, but the ordinary phase at
atmospheric pressure (ice Ih) has a hexagonal structure, as shown in Figure 1.7a.
The oxygen atoms form a regular hexagonal lattice, and each atom has four
oxygen neighbors arranged tetrahedrally around it. One hydrogen atom resides
along each bond connecting two neighboring oxygens. But each hydrogen lies
close to one of the two oxygens and binds them. Each oxygen has two hydrogens
close to it, which creates a local configuration similar to that of the H2Omolecule.
However, the arrangement of hydrogens is not the same, but varies from one
cell to another. The distribution of hydrogens is disordered: on each bond, the
hydrogen atom can be closely bound to one or the other of the two oxygens. For
the H2O formula to be satisfied permanently, the jump of a hydrogen on one bond
must entail a jump of another hydrogen on an adjacent bond. That is equivalent
to saying that a water molecule can take six orientations around each oxygen site
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Figure 1.7 (a) Structure of hexagonal ice (Ih), showing the
proton disorder. (b) The six possible configurations of a
water molecule around each oxygen atom.

(Figure. 1.7b).That constitutes the Pauling “ice rules” [24, 25]. It is easy to imagine
that the rotationalmotions of the watermolecules are strongly coupled.The disor-
der of hydrogens and thus of watermolecules is alsomanifested in the fact that the
entropy of ice does not obey the third law of thermodynamics (S(T = 0K)≠ 0: the
well-known residual entropy of ice). As for other disordered crystals, the intensity
of the diffraction peaks decreases at high Bragg angles.The neutron intensity away
from the Bragg peaks is spread across the reciprocal space of the crystal in the
form of a diffuse scattering. Because of the specificity of the ice disorder, as well
as the strong intermolecular correlations resulting from the ice rules, the diffuse
scattering takes the form of very specific patterns in the reciprocal space [25].

Example 1.4. Substitutional Disorder
The disorders outlined above are all related to shifts in atomic or molecular posi-
tions. There are also imperfections of the first kind, which result from chemical
substitutions. These are molecular alloys in which two kinds of molecules can
coexist in a same perfect average crystalline structure (Figure 1.8). The different
molecular species that are present within the crystal, in a certain ratio, are mixed
without any LRO. Note that the different molecular species can be the result
of a conformational disorder of a given molecule (see chapters by Cesaro et al.
and Coquerel et al.). Each unit cell can be described by an “average molecule.”
The atomic positions are determined, but the description of the unit cell – of the
motif – needs introducing a statistical weight corresponding to the molecular
ratio. Such a system is a crystalline solid solution. An important example is
the chiral compounds that exhibit a so-called pseudo-racemic crystalline phase
(sometimes called pseudo-racemate or racemic solid solution). Contrary to the
racemic compounds or the conglomerates, the two enantiomers coexist in the
crystal lattice but not in an ordered manner [26].
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Figure 1.8 Two-dimensional illustration of a crystalline solution. Real local structure (a) and
average structure (b) as determined by X-ray diffraction analysis.

2) Imperfections of the second kind:They are such that the fluctuations of the
inter-motif distances increasewith the distance betweenmotifs. In that case, there
is no more strict long-range crystalline periodicity or average motif.
When the fluctuations increase only very slightly, the molecular positioning is

still rather well defined, though not perfect. The solid is then often designated
as “badly crystallized”. Sometimes, a “paracrystalline” description [16] can be
adopted.
TheX-ray diffraction of such a disordered system still shows a sort of diffraction

peaks, which are however broadened. Unlike size broadening, the peak width 𝛿Q
increases with the order of the line (i.e., with Q). The peak intensity also decreases
rather fast as |Q| increases.
Figure 1.9a gives a one-dimensional illustration of an imperfection of the second

kind [13, 14]. Two kinds of atoms, with slightly different diameters, are stacked
randomly. It is clear that in this case the fluctuation of the interatomic distance
increases with the distance: Dn − dn > D1 − d1(n > 1).
Figure 1.9b shows the X-ray picture corresponding to this system (in Q units).

Pseudo-diffraction peaks are clearly visible. However, their width increases very
rapidly with the order of the peak (as the square of the scattering vector Q2). At
the same time, the maximum intensity decreases as 1/Q2, so that only the first
orders are observable. If the atomic scattering factors of the two types of atoms
are different, the peaks are dissymmetric and their maxima are displaced from
ideal reciprocal lattice nodes. By comparison, the peak width due to crystal size is
independent of the peak index.
Another interesting situation corresponds to that of a collection of crystals with

parameters that fluctuate around an average value. In that case, the peak broad-
ening is proportional to |Q|.
For solids of that type, which are often designated as “defective” crystals, line

broadening analysis allows characterizing the microstructure and the type of
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Figure 1.9 (a) One-dimensional illustration of
an imperfection of the second kind [16]. Two
types of atoms, with slightly different diam-
eters, are stacked randomly. The fluctuation

of the interatomic distance increases with
the atomic separation [13]. (b) Corresponding
calculated X-ray diagram [13, 14, 27].

disorder and identifying possible crystal size reductions. Many sophisticated
software are available for this purpose (see the chapter by Bordet).

1.1.2.4 Structure of Amorphous – Liquid or Glassy – Materials
In these materials, the fluctuations increase so fast that any reference to a crys-
talline organization is difficult to make. It is the extreme form of imperfections
of the second kind. The diffractograms have smooth variations because of a lack
of strong interference effect. Figure 1.10 (bottom) shows the neutron diffraction
pattern of amorphous ice. The profile has the particulars of what has been just
described, but driven to the extreme: (i) considerable line broadening and (ii) fast
increase in broadening with the order of the line. If an attempt is made to interpret
the neutron diffractogram in terms of a nanocrystalline picture, the Bragg law (1.6)
and Scherrer equation (1.8), respectively, give a repeat distance (d ∼ inverse of the
first peak position) and a correlation length (D∼ inverse of the peak width). This
kind of brief analysis would predict a ratioD/d ≤ 3.This value ismuch smaller than
expected to consider the notion itself of crystallite being applicable. A statistical
description of the structure is, therefore, preferred. In this frame, the structure is
specified by the space variation of the radial pair distribution function (PDF) g(r),
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which gives the probability of finding an atom at the distance r from another one.
Experimental determination of g(r) allows describing the short-range order (SRO)
that possibly develops between the molecules.
Figure 1.11 illustrates the meaning of g(r) in the case of a very simple mono-

atomic amorphous system.
The formalism to calculate the diffracted intensity I(Q) is similar to that previ-

ously given (Eq. (1.2)). The difference is that the decomposition into the unit cell
and lattice no longer makes sense, nor is the expression of I(Q) in the form of a
product. The average intensity I(Q) can be expressed by introducing the average
PDF g(r). If we assume that all atoms in the sample are similar,

< I(Q) >∝ 1 + 𝜌0 ∫ (g(r) − 1)4𝜋r2[sin(2𝜋Qr)∕2𝜋Qr]dr (1.10)

where 𝜌0 is the average value of density (for details see [14, 15] and the chapter by
Bordet).
The formalism can be extended to polyatomic and molecular amorphous com-

pounds in a rather straightforward way. The notation is, however, heavier. The
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Figure 1.11 (a) Radial pair distribution func-
tion (PDF) g(r) for a simple atomic liquid
(atomic diameter 𝜎). (b) The correspond-
ing diffracted intensity <I(Q)>. A sample

structure is also depicted where the sol-
vation shells are indicated by the dotted
lines. The exclusion radius can be seen in the
absence of amplitude of g(r) for 𝜎 < r < 2𝜎.
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Figure 1.12 X-ray diffraction patterns of meta-
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(From Descamps et al. [32], Figure 1.12. Repro-
duced with permission of Progress of Theoretical
Physics.)

PDF analysis is based on this formalism. It is widely used for amorphous com-
pounds. It can also be used to investigate nanocrystalline materials. It is the case
when the crystallite size becomes so small that distinction with a real amorphous
state becomes dubious (cf. Figure 1.3). For details, see [28–31] and the chapter
by Bordet. There are some cases where the simple observation of the diagram can
give useful information. It is the case, for example, when a “pre-peak” is observed
at a Bragg angle smaller than that of the main halo. In the real space, it is an
indication of the formation of an intermediate range order that develops in the
amorphous system. Such pre-peaks have been observed for several amorphous
molecular compounds such as meta-toluidine and meta-cresol (Figure 1.12) [32].
Their presence suggests the formation of small clusters of chemically associated
molecules [32, 33].
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1.1.3
Crystal/Amorph Alternative: Metastability and Interconversion

1.1.3.1 Thermodynamic Measure of Physical Stability, Driving Force, Disorder
At given pressure, a crystal melts at temperature Tm. The melted com-
pound – which is amorphous – can be undercooled below Tm with more or
less ease. The possible existence below Tm of two states, namely crystalline or
amorphous, poses the question of the relative stability of these states and of the
rates at which the conversion between the two can occur. For transformations
that occur at a given T and P, the stability of a state is measured by the Gibbs free
energy (G), also named free enthalpy. G is defined by

G = H–TS (1.11)

The differential form of G(T ,P) when T and P vary is given by

dG = −SdT + VdP (1.12)

Here, H is the enthalpy, which measures the heat content of the system, and is
reflective of its mechanical energy. T is the absolute temperature. S is the entropy
of the system, which measures the level of molecular disorder. The value of G
can be calculated using the measured values of the specific heat Cp(T). The most
stable state is that for which the Gibbs function is the lowest. The equilibrium
value of G is a compromise between a lowmechanical energy and a high disorder.
Figure 1.13 shows a schematic variation of G with the molecular configurations
at a given temperature T . Stable states correspond to minima. The lowest mini-
mum corresponds to a stable configuration, and the highest to a metastable one.

Configurations

Cry.

Crystal

m. Liq.

Metastable
Liquid

Liquid

G(T)

GT

ΔS = ΔH / Tm

Tm TemperatureT

Figure 1.13 Schematic variations of the
isothermal Gibbs curve as a function of
molecular configurations for T < Tm . Stable
states correspond to the minima. The figure

also shows the evolution with temperature,
in isobaric condition, of the free enthalpy
curves of crystal and liquid phases.
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Figure 1.13 also shows the evolution with temperature, under isobaric condition,
of the free enthalpy curves of crystal and liquid phases. At the “equilibrium” melt-
ing temperature Tm, the values of G of the two phases are equal. The derivatives
of G(T) (which is – S) has a step change due to the increase in entropy (i.e., in
disorder) ΔSm when passing from the low-temperature crystal phase to the high-
temperature liquid phase. Equality of the values ofG for the two phases alsomeans
the existence of a latent heat (ΔHm =Tm⋅ΔSm) for the transformation. Below Tm,
the liquid state, which has a higher value, is metastable with respect to the crystal.
In dealing with crystallization, we are concerned with the difference in G val-
ues between the two phases. Crystallization will be accompanied by a decrease
in free enthalpy ΔG (Jmol–1). This ΔG decrease is the driving force for crystal-
lization. At Tm, ΔGm = 0. Consequently crystallization cannot occur exactly at
Tm. ΔG increases with the undercooling (ΔT =Tm −T). A nonzero value of ΔG
and, consequently, a minimum degree of undercooling (ΔT =Tm −T) are nec-
essary for a crystallization from the melt to occur. For small undercooling, and
ignoring the difference in the specific heats of the liquid and crystal, a useful
approximate expression of ΔG can be obtained:

ΔG(T) ≅ ΔSm•ΔT ≅ ΔHm ΔT∕ Tm (1.13)

An exact expression should take into account the difference in heat capacity
of the liquid and crystal, which is nonzero and especially large for the molecular
compounds with which we are concerned. This difference is of the order of the
magnitude of the heat capacity jump observed at the glass transition temperature,
as will be shown later.
If a thermodynamic driving force is a prerequisite for a crystallization to occur, it

is not its value alone that determines the occurrence and rate of the transformation
itself. Several other factors play significant roles. In what follows, we discuss the
interplay between the three main factors that determine the kinetics of recrystal-
lization of an undercooled liquid and therefore determine the lifetime of metasta-
bility. In addition to the crystallization thermodynamic driving force, these factors
are the liquidmolecularmobility and the similarity in structure between the liquid
and crystal (in particular near the interface).

1.1.3.2 Stability of the Amorphous State, Kinetics of Crystallization
The physical stability of the amorphous state is governed by the crystallization
[34]. Crystallization occurs in the domain of metastability of the undercooled
liquid (T <Tm). An amorphous, undercooled compound can be maintained in
a metastable state for a length of time that depends strongly on the temperature.
An understanding of the lifetime of metastability requires the investigation of the
kinetics of recrystallization at each temperature. The progress of an isothermal
crystallization as a function of time and temperature can be conveniently repre-
sented by the TTT (time, temperature, transformation rate) diagram, as shown in
Figure 1.14 for the specific example of L-arabitol [35]. Specific isothermal experi-
ments, which are sensitive to crystallization (DSC (differential scanning calorime-
try), X-ray, dielectric measurement, etc.), allow us to plot such curves. A TTT
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Figure 1.14 TTT (time, temperature, transformation rate) diagram for the specific example
of L-arabitol. Also shown are the zones of maximum rate of nucleation (N) and growth (V).
(From Descamps and Dudognon [35], Figure 1.14. Reproduced with permission of Wiley.)

diagram usually shows a nose-shaped feature ofmost rapid crystallization at some
temperature. The overall behavior can be explained by the fact that the crystal-
lization rate decreases when approaching the equilibrium melting temperature
Tm because the thermodynamic driving force also decreases. At temperatures
lower than that of the nose, the crystallization time increases as the molecular
mobility decreases when approaching Tg. Going into detail, this description is
too simplistic. Crystallization does not operate by a progressive homogeneous
ordering process involving the entire sample at the same time. Crystallization
of an undercooled amorphous melt results from the complex interplay between
nucleation and growth processes. Nucleation is the process by which crystalline
clusters having a minimum critical size appear randomly, with a given rate N
(with dimension t–1L–3 in the usual 3D space), within the amorphous matrix.
Once formed, the crystalline grains grow with a domain wall velocity V (with
dimension t–1L).
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The combination of these two processes appears, for example, in the expres-
sion of the simplest JMAK (Johnson–Mehl–Avrami–Kolmogorov) model for the
isothermal time (t) evolution of the fraction of crystallized material, X(t) [36]:
For homogeneous nucleation and isotropic 3D growth

X(t) = 1 − exp−[K(t∕t0)4] K = 4𝜋∕3 (1.14)

This is a universal sigmoïdal function of the timescale

t0 = (NV 3)−1∕4 (1.15)

where 4 (= d + 1 where d is the dimensionality of the space in which the
nucleation and growth transformation is proceeding) is the Avrami exponent.
The temperature variation of t0, which determines the shape of the TTT curve
(Figure 1.14), depends on the rates of the nucleation and growth processes that
have their proper temperature variations. Both have a maximum at some degree
of undercooling. However, the twomaxima do not occur at the same temperature,
as shown in Figure 1.14. The maximum of N(T) usually occurs slightly above Tg
[37, 38], whereas the maximum of V (T) occurs at a higher temperature often
not far below Tm [39]. The width of the temperature gap between the nucleation
and growth zones is important in determining whether a compound is a good
glass former or not. It is also a determining factor in the physical stability of the
amorphous compound.
Figure 1.15 shows the DSC curves recorded upon reheating an L-arabitol

sample previously undercooled to temperatures Ta < (Tm ≅ 100 ∘C) ranging from
–83 to 82 ∘C. No calorimetric events can be observed on the DSC heating curves
for samples annealed at Ta > 35 ∘C. The absence of any crystallization exotherm
or melting endotherm shows that no crystallization process occurred during the
cooling/heating cycle. Similarly, for Ta < –10 ∘C, crystallization exotherms are
not detectable. On these curves, we can see the localization of the glass transition
temperature at Tg ≈ –12 ∘C. These results show that the sample was totally
amorphized during cooling. On the contrary, for annealing temperatures Ta
ranging between –5 and 30 ∘C, pronounced crystallization exotherms, followed
by melting endotherms, are observed. The exotherms have their maxima located
not far below the melting point, in the range 60–95 ∘C, that is, at temperatures
clearly separated from the annealing Ta domain. The interpretation of these
results is that the exotherms correspond to the growth of crystals nucleated at
a significantly lower temperature. Figures 1.14 and 1.15, respectively, show the
estimated localization of the maxima of N(T) (Nmax) and V (T) (Vmax) and their
positions with respect to the nose of the TTT curve. That underlines the relative
influence of the factors that contribute to the recrystallization.
Both N(T) and V (T) have a maximum, which results from the antagonistic

effects of

1) The thermodynamic driving force, which increases when the degree of under-
cooling increases;

2) The molecular mobility, which decreases when the temperature decreases.
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The latter prevails at low temperatures and becomes the limiting factor
which permits to avoid the crystallization when quenching a liquid rapidly
enough. The correlation between the decrease of N(T) and V (T) and the
decrease of molecular mobility at low temperature has been shown in [35, 37]
for indomethacin. The temperature positions of Nmax and Vmax, however, differ,
mainly because of the effect of the surface tension 𝛾 between the crystallite
starting to form and the amorphous metastable matrix. This is reflected in the
expressions of N(T) and V (T) resulting from conventional theories [36, 40–44]:

• The classical “capillary” nucleation theory for N(T) can be written in the form

N(T) = f0(T) exp(−g∗ 3−d∕RT) (1.16)

The mobility term f 0 is an “attempt frequency” for the addition of molecules
from the metastable melt to the stable crystal across the interface. The thermo-
dynamic effect is expressed in the exponential factor. g* 3–d = 16𝜋𝛾3/3ΔG2 is
the nucleation barrier. This expression results from the competition between an
unfavorable, positive interfacial free enthalpy (𝛾) and the negative bulk driving
force (ΔG).
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• The semiphenomenological expression of Turnbull [45] for V (T) can be written
in the form

V (T) ∝ V0(T) •Ω • [1 − exp(−ΔG∕RT)] (1.17)

The mobility term V 0(T) plays a role similar to that of f 0. The term inside the
brackets expresses the influence of the thermodynamic driving force ΔG on the
net flux from the amorphous matrix to crystal.Ω is a function ofΔG and depends
on the specific mechanism of growth. 𝛾 has a strong impact on N(T) via g* 3–d but
has no (or limited for lateral growth) explicit influence on V (T). The temperature
separation of the preferential areas of nucleation and growth is mainly influenced
by the value of the interfacial free enthalpy (𝛾). A high value of 𝛾 contributes to
an increase in the distance between the twomaxima Nmax and Vmax [35]. Because
of this distance, and since N and V combine to give the characteristic time of
the global kinetics t0, the temperature variation of the latter is often connected
to more than one cause. At low temperature, the decrease of molecular mobility
has certainly a dramatic influence. However, due to the separation of N(T) from
V (T), the effect of mobility on t0 will result of a combination of factors, which
have different temperature evolutions.

1.1.3.3 The Interfacial Free Enthalpy 𝜸: Structure Dependence and Disorder Effect
It is useful to briefly address the molecular origin of the surface tension 𝛾 in order
to better identify what canmake a compound a good glass former.The value of 𝛾 is
strongly influenced by the difference in the degree of order (disorder) between the
amorphous mother phase and the crystallites, especially in the interfacial region.
The surface tension 𝛾 is a free enthalpy (Gibbs free energy), and as such has an
energetic and entropic contribution. Turnbull [45], Spaepen [46], andOxtoby [47]
pointed out that molecules of the liquid have to increase their ordering near the
crystal boundary in order to optimize fitting with the translational order of the
crystal and eventually allow an ordered embryo to grow. The entropy loss cor-
responding to this interfacial ordering is mainly the origin of the crystal/melt
interfacial free enthalpy. Spaepen justified the fact (at least for atomic compounds)
that entropy rises more slowly than enthalpy when going from a crystal to the bulk
liquid.That is taken into account in the negentropicmodel [46, 48] of the interface.
It provides an interesting guide to understanding the important and potential role
of the relative disorder in the crystal embryo and relative order in the surrounding
liquid.
Figure 1.16 summarizes schematically the situation. It shows the evolution of

molecular ordering in the liquid at the interface and of the corresponding phys-
ical quantities, namely the enthalpy H and entropy S. At Tm, for example, there
is a balance between enthalpic and entropic effects such as ΔHm =TmΔSm. At
the interface, the balance is no longer satisfied, which gives rise to the excess free
enthalpy 𝛾 . The maximum value of 𝛾 is obviously ΔHm =TmΔSm(bulk). At the
interface, themolecular organization locally decreases the configurational entropy
jump, which becomes ΔS(interface)<ΔS(bulk).
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Figure 1.16 Schematic representation of the crystal/liquid interface showing short-range
molecular ordering. The corresponding evolution of entropy that illustrates the negentropic
approach of Spaepen (see Ref. [46, 48]).

The difference in free enthalpy (per molecule at the interface) between
the liquid, which develops an interface, and that of the reference bulk is: Tm
[ΔS(bulk)−ΔS(interface)].
Spaepen [46, 48] proposed the following formal expression for 𝛾 :

𝛾 ∝ 𝛼TΔSm with 𝛼 = [ΔS(bulk) − ΔS(interface)]∕ΔSm(< 1) (1.18)

The above considerations allow us to understand some of the main factors that
make a compound easy to undercool, or not, from the liquid state.
If the melting entropy is low, the maximum value of the crystal/melt surface

tension will also be low, and the undercooling ability will be often very poor. This
is the case for crystals that are very disordered, such as plastic crystals [18–20].
It is also the case recently found for the high-temperature phase of caffeine
[21, 22, 49], and the reason why metastable polymorphic varieties (in a
monotropic situation), which have lower melting enthalpies than the stable phase
and thus higher crystalline entropies, are often the first to nucleate. The first
crystalline phase to appear is not that of highest thermodynamic driving force
but that of highest entropy. It is a way to justify the observations made by Oswald,
as set out in his “rule of stage” [50, 51].
Poor undercooling ability is also found in the case of molecular liquids that are

locally organized in a way mimicking crystalline order. In this case, much further
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molecular organization is not needed at the interface. That leads to a low value
of 𝛼. Turnbull and Spaepen used this argument to explain the small undercooling
ability of n-alkane liquids [45]:The occurrence of linear configurations in the melt
minimizes the entropy loss when adjusting to the crystal plane.
On the contrary, in the case of racemic compounds for example, the melt is a

muti-component mixture of the R and S species. The entropy of melting is thus
rather high. The ordered racemic compound is very difficult to nucleate from the
melt, because a specific molecular organization is to be built at the interface that
is costly in entropy. The first crystalline phase to appear is often a disordered
solid solution of the R and S species. That seems to be the case recently found
for racemic ibuprofen [35, 52, 53].

1.1.3.4 Concluding Remarks
Several factors may influence the recrystallization from the melt and thus play a
role in the stability of the amorphous systems. These factors often compete in a
delicate way. These are as follows:

• The thermodynamics that drives the process.
• The molecular mobility that facilitates (or not) the transformation.
• The interface energy that modulates the splitting of nucleation and growth
processes. The interface energy is basically related to the structural similarity
between bulk liquid, crystal, and the interface region between the two.

• The heterogeneities and cracks that may amplify considerably the rate of
transformation. The role of these heterogeneities results from modifications of
interface energy [36] and surface mobility [54, 55].

It should always be borne in mind that these different factors play a role when
trying to interpret or to predict the stability behaviors of amorphous compounds.
Molecular compounds may exhibit a rich crystalline polymorphism with differ-

ent structures and levels of disorder. The structural similarity with the liquid and
the condition of recrystallization aremodified accordingly.That plays a significant
role in the phase selection.

1.1.4
Crystal/Amorph Alternative in the Context of Solubility

The low bioavailability of the active pharmaceutical ingredient (API), which is due
to its poor solubility in water, is a major issue in pharmaceutical science. The use
of the amorphous rather than crystalline form of API is considered one of the best
formulation strategies to enhance the oral bioavailability.Theprincipal reason that
has long been recognized is that the amorphous state offers a way to extraordinar-
ily increase the apparent aqueous solubility of poorly soluble pharmaceuticals [1,
5, 56–58]. Amorphous solid dispersion technologies have been emerging in the
past years [59] in order to overcome the intrinsic instability of the amorphous
state, both in the dosage form and during supersaturation in the intestinal envi-
ronment. More recently, it has been shown that the use of the amorphous forms,
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which allow increasing the apparent solubility without the addition of a solubi-
lizer (co-solvents, surfactants, cyclodextrines, etc.), can concomitantly increase
the drug flux through the intestinal membrane and thus provide higher overall
absorption [60–63]. This could have a significant impact on oral drug delivery of
lipophilic compounds.
In this subsection, we identify the reasons for the higher apparent solubility of

the amorphous solid form of a pharmaceutical compound compared with that of
a stable crystal form. Traditionally, the term “solubility” refers to the equilibrium
limit of solubility of the stable crystalline form in a solvent (in practice, water
for pharmaceutical applications). It is the maximum concentration of the most
stable crystalline form of the compound for which only a single phase solution
occurs under equilibrium condition. The term apparent solubility refers to the
more loosely defined limit of solubility experimentally reached when starting with
an amorphous – unstable – solid form of the compound.
Take, for example, the case of indomethacine, whose solubility of the different

forms has been reported in several publications [1, 5]. Figure 1.17 allows us
to compare the in vitro experimental aqueous solubility profiles (measured at
room temperature) of the most stable crystalline form 𝛾 and of the amorphous
form obtained by quench-cooling of the melt. The enhanced solubility of the
amorphous form is clearly demonstrated by the shape of the concentration
versus time curve. The latter shows a peak of high concentration (“spring effect”),
which occurs within the first 20min. It corresponds to an apparent solubility
enhancement ratio of ∼5 with respect to that of the crystalline form. The peak
then declines to reach a regime of very slow decrease (“parachute effect”), during
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Figure 1.17 In vitro experimental aqueous
solubility profiles of indomethacin (mea-
sured at room temperature). Comparison of
the behaviors of the most stable crystalline
form 𝛾 and of the amorphous form obtained

by quench-cooling of the melt (Adapted
from Hancock et al. [5]. Reproduced with
permission of Springer). Similar results are
reported in reference [1] figure 4.
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which the concentration remains significantly higher than while the dissolution
of the crystal form. The ratio of concentration values is still ∼1.6 after 2 h. The
“spring and parachute” effect is typical of the dissolution profiles found for the
amorphous forms of many APIs. The significance of these results to the behavior
of pharmaceutical dosage forms is clear. Even if the in vivo dissolution kinetics is
more complex, it is likely that this type of behavior is able to deliver higher drug
concentration for several hours.
It was mentioned in [1] that the presence of crystals could not be detected

during the early “spring” stage. However, X-ray diffraction revealed a partial
conversion to the crystalline form after 2 h of the “parachute” regime. That is a
factor that contributes to the reduction of the ratio of concentration values.These
results thus reveal the potential interest in using the amorphous forms, but at the
same time helps us to imagine the complexity of the dissolution process – more
properly the dilution process – of the nonequilibrium amorphous solid forms.
This complexity results from the combination of modified supersaturations,
kinetics of dilution, and recrystallization.
The concept of solubility limit itself is different for crystalline and amorphous

solid states.This is because the dissolution of a crystal, unlike an amorphous solid,
needs to provide the energy, which destroys the crystal lattice. To realize that, it
has to be remembered that melting of a crystal is a first-order transition, which
also involves a latent heat of melting to destroy the lattice symmetry. On the con-
trary, “glassmelting” is a continuous process inwhich the viscosity decreases grad-
ually when the temperature increases without requiring the important intake of
heat. An amorphous solid is a liquid of extremely high viscosity. There is thus no
symmetry-breaking between the amorphous state and the liquid solution state.
Therefore, the solubility limit of the amorphous API solute arises from a pos-
sible liquid–liquid phase separation. It occurs only if molecules of the solvent
and solute “dislike” each other enough (“homo interactions”). For an ideal solu-
tion (with supposedly no energy of mixing), there is a limit of solubility for the
crystal, since energy is needed to destroy the lattice. On the contrary, there is no
solubility limit for the amorphous solid state since a random mixing of the two
types of molecules is always favored for entropy reasons. This is also the situation
experienced in the case of “hetero interactions” between molecules.
In order to clarify this difference and to show the origin of the apparent solu-

bility enhancement of amorphous API, we adopt a thermodynamic approach. We
use a graphical description of the binary system API–solvent, which allows us to
intuitively visualize the situation and gives a tangible meaning to the equations.
The stability condition specific tomulticomponent systems needs evaluating the

right Gibbs free energy, which now includes the mixing enthalpy ΔHmix and the
mixing entropy ΔSmix as

ΔGmix(T) = ΔHmix − TΔSmix (1.19)

whereΔHmix andΔSmix are, respectively, the differences between the enthalpy and
entropy between the mixed and unmixed states. ΔSmix > 0, whileΔHmix can be of
either sign according to the type of interaction.



1.1 The Crystal/Amorph Alternative 25

It also implies the evaluation of the partialmolarGibbs free energy (the chemical
potential 𝜇i) of each component as

G = 𝜇AXA + 𝜇BXB (1.20)

for a binary system A (solvant)–B (API), where XA and XB are the mole fractions
of A and B. Obviously, XA = (1−XB).
It is the equality between the chemical potentials of a given component in dif-

ferent phases that determines the chemical equilibrium conditions between these
phases. When the free enthalpy curve for a solution, G, is known as a function
of XB, the chemical potentials are obtained by extrapolating the tangent to the
G(XB) curve to the vertical axis. The equilibrium states of a binary system can be
obtained from the G(XB) curves at a given temperature and using the common
tangent construction [36, 64]. Figure 1.18a,b shows examples of free energy dia-
grams and common tangent constructions. The heat of mixing ΔHmix is due to
the interaction energies between neighboring molecules; its value also depends
on the composition XB.
We may distinguish two cases:
1.𝚫Hmix≤ 0. Nomiscibility gap in the liquid state. It is the case where A (sol-

vent) and B (solute) molecules “like” each other (ΔHmix < 0; exothermic solutions)
or are indifferent to each other (ΔHmix = 0; ideal solution). Figure 1.18a shows a
schematic free energy diagram for the liquid solution and crystal B phases at a
given temperature T0. In this case, the Gsol(XB) curve for the liquid solution is
U-shaped. At low enough temperature, its value for XB = 1 is that for the amor-
phous state Bam. Figure 1.18a also shows the Gibbs free energy curve of the crys-
talline API (Bcryst). It is supposed that the solvent does not dissolve Bcryst so that
Gcryst(XB) rises rapidly from itsminimumatXB = 1.The twodifferent free enthalpy
curves are necessary to describe the equilibrium between the crystal form of B
and the liquid solution of B in A. The composition of the liquid solution in equi-
librium with the crystal B phase is defined by the common tangent to the Gsol(XB)
and Gcryst(XB) curves. Xc is the limit of solubility of Bcryst. At the opposite, there
is no limitation of the mutual solubility between A and Bam in the liquid states,
since it is not possible to draw a tangent to G(XB) starting from GAm(XB = 1). As
mentioned above, in this case there is no thermodynamic limit of solubility for the
amorphous state of B (Bam). Any limitation is only kinetic.
Mathematically, the limit of solubility of Bcryst (XC) is given by

𝜇
cryst
B = 𝜇sol

B (XC) (1.21)

with

𝜇
cryst
B ≅ Gcryst

B and 𝜇sol
B (XC) = Gam

B + RT ln aB(XC) (1.22)

where aB is the activity of the component B in the solution. It is also written
as aB(XC)= 𝛾CXC, where 𝛾C is the solution activity coefficient, which takes into
account the interaction energies; 𝛾 = 1 for an ideal solution.
Equations 1.21 and 1.22 give the limit of solubility of Bcryst as

ln XC = −
[

Gam
B − Gcryst

B

]
∕RT − ln 𝛾C
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Figure 1.18 (a) ΔHmix ≤ 0. No miscibility gap
in the liquid state. Phase diagram and com-
mon tangent construction. There is a solubil-
ity limit for the crystal state of the API, but
not for its amorphous state. (b) ΔHmix > 0.
Existence of a miscibility gap in the liquid
state (green line). Phase diagram and com-
mon tangent construction. The red tangent
(and the red curve in the bottom diagram)
corresponds to the nonequilibrium situation
in which the glassy amorphous state of the
API is put in contact with the solvent. The

green tangent corresponds to the equili-
brated situation: X1 corresponds to the liquid
solution in which the amorphous API dis-
solves in the liquid solvent. X2 corresponds
to the amorphous solution in which the
solvent penetrates into the amorphous API.
Xam is the initial apparent limit of solubility
of the glassy API before penetration of the
solvent into it N.B. The A and B components
in the text correspond respectively to solvent
(SOL) and API in the figure.
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For an ideal solution, it gives

ln XC = −[Gam
B − Gcryst

B ]∕RT

That gives the solubility limit of the crystal, while there is no miscibility gap in
the liquid (amorphous) state.
[Gam

B − Gcryst
B ] = ΔG(T) can be approximately estimated from the heat of melt-

ing and melting temperature, as

ΔG(T) ≅ ΔHmΔT∕Tm = ΔHm(Tm − T)∕Tm

2.𝚫Hmix > 0. Existence of amiscibility gap in the liquid state. It is the situa-
tion where A and Bmolecules “dislike” each other. Figure 1.18b shows a schematic
free energy diagram for the liquid solution and crystal B phases at a given tem-
perature. Since the amorphous state Bam and the liquid solution have the same
liquid structure, they lie on the same free energy curve Gsol(XB). At low enough
temperature, the Gsol(XB) curve assumes a W-shape with a negative curvature in
the middle. This is due to the fact that the enthalpy term is much higher than
the entropy term. In that case, the most stable liquid solution is a mixture of two
liquid-like phases of different compositions. The compositions of the two phases
are given by the common tangent rule, which ensures equilibrium between the
chemical entities. These two phases are, respectively, a liquid solution where the
amorphous compound Bam dissolves in the liquid solvent (concentration X1) and
an amorphous solution where the solvent penetrates into Bam (concentration X2).
X1 is the limit of solubility for Bam in the amorphous solid state. As in the previous
case, the composition of the liquid solid solution in equilibrium with Bcryst phase
is defined by the common tangent to the Gsol(XB) and Gcryst(XB) curves. We sup-
pose again that the solvent is insoluble in Bcryst The limit of solubility of Bcryst is
designated by XC.
The above consideration regarding the solubility limit of the amorphous API is

valid for an equilibrium situation. If the penetration of the solvent in the glassy
API is slow, the initial value of the solubility limit of the amorphous API (Xam) is
higher than X1.
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Mathematically, the phase equilibrium between the two liquid phases is such
that

𝜇B(X1) = 𝜇B(X2) (1.23)

that is,

Gam
B + RT ln 𝛾1X1 = Gam

B + RT ln 𝛾2X2 (1.24)

which gives the expression of the limit of solubility X1 of Bam:

ln X1 = − ln 𝛾1 + 𝛾2X2

As above, the limit of solubility XC of Bcryst is given by

ln XC = −[Gam
B − Gcryst

B ]∕RT − ln 𝛾C

If we assume that the activity coefficients atXC andX1 are equal, the amorphous
and crystal solubility limits are linked by

ln X1 = ln XC + [Gam
B − Gcryst

B ]∕RT + ln 𝛾2X2

In the above equation, the last term on the right-hand side is the correction
associated with the possible absorption of the solvent by the amorphous material.
For the case whereΔHmix > 0, it thus appears that a stable and ametastable limit

of solubility are conceivable. The first is related to solubility limit of crystalline
B. The metastable limits of solubility X1 and X2 are those corresponding to the
miscibility gap of the amorphous states when the liquid–liquid phase separation
has reached equilibrium. Since the amorphous glassy state is out of equilibrium,
the limit of the solubility X1 depends on its effective level of free energy. It varies
with the way of preparing the amorphous state, aging conditions, penetration of
water in the glass, and so on.
The considerations given above are to be taken into account in the case of the

dissolution in water of a crystalline or amorphous API. They are also to be con-
sidered when looking at the dissolution of an API in a polymer excipient [65].
It is important to note that the noncrystalline phase separation associatedwith a

liquidmiscibility gapmaywell be the first stage of a crystallization–devitrification
[66]. It is thus important to acquire, as far as possible, a good knowledge of the sta-
ble andmetastable limits of solubility at all the temperature ranges corresponding
to the manufacturing process and drug storage.

1.2
Characteristics of the Disorder in Glass Formers

1.2.1
Glass Formation by Supercooling: Calorimetric Phenomenology

Glass formation (vitrification) is a generic behavior of matter [42, 67–69]. It con-
cerns metals as well as polymers, oxides, or salts. The conventional way to form
a glass is by continuous undercooling a liquid below Tm such that crystallization
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is avoided. Figure 1.14 shows the route that leads to glass formation in a TTT
diagram. It needs to pass quickly the nose of most rapid crystallization at Tn. In
so doing, the undercooled liquid is retained in a metastable state with regard to
the crystal. Many other amorphization routes can be used for pharmaceutical for-
mulations [70].
A remark, however, is necessary to be made. As shown above, the TTT curve

is obtained from experimental determination of the kinetics of recrystallization.
It thus results from a combination of nucleation and growth. Passing quickly the
TTTnosemay certainly avoid experimentally detectable crystallization but it does
not necessarily avoid catching some crystalline nuclei that are unable to grow
within the amorphous matrix. This is due to the fact that the maxima of nucle-
ation and of growth are separated from each other by temperature.Themaximum
nucleation rate is situated at a temperature lower than that of the TTT nose.
Therefore, it is often observed that recrystallization occurs upon reheating as a
result of crystal growth from these nuclei.
Figure 1.19a shows the evolution of Cp for indomethacin upon melting and

undercooling. The increase of Cp above melting is due to the dynamic release
of the molecular degrees of freedom of large amplitude that characterize the
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Figure 1.19 (a) Temperature evolution of
the specific heat (Cp) of indomethacin in
the crystal, liquid, undercooled, and glassy
state. The positions of Tm (melting point)
and glass transition Tg are shown. (b) Evo-
lution of the excess entropy (ΔS= Sliq − Scry)

of the supercooled liquid indomethacin in
metastable equilibrium relative to the stable
crystalline material. ΔS(T) is obtained by inte-
gration of Cp(T)/T . (Cp(T)= T𝜕S/𝜕T). It extrap-
olates to zero at the temperature TK which is
rather close to Tg.
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liquid state. By undercooling the liquid rapidly enough (typically 10 ∘Cmin−1),
crystallization can be avoided. Upon undercooling, Cp keeps a value higher than
that of the crystal down to a temperature Tg, at which it decreases continuously
(but rather abruptly) to a value comparable (while slightly higher) to that of the
crystalline solid. This event defines the calorimetric glass transition. It occurs at
a temperature (Tg) that is typically around 2Tm/3 (Tm in kelvin). A dilatometric
investigation would also show a drop of the expansion coefficient 𝛼p. The drop of
Cp and 𝛼p correspond to a change in the slopes of enthalpy H(T) (Cp = 𝜕H/𝜕T)
(Figure 1.20), entropy S(T) (Cp =T𝜕S/𝜕T) (Figure 1.19b), and volume V (T)
(𝛼 = –[1/V ] 𝜕V /𝜕T). Tg marks the transition from the amorphous undercooled
liquid to the glassy amorphous state. The value of Cp for a crystal is linked to
the vibrational degrees of freedom alone. That suggests that this type of fast
motion is also the primary factor contributing to Cp in the glassy state. The much
slower and larger relaxational motions, which characterize the liquid state, only
contribute for T >Tg.

1.2.1.1 The Glass Transition is not a Phase Transition

The glass transition It does not involve any discontinuous structural change, as
shown in Figure 1.12. Below Tg, the aspect of the structure factor S(Q), typi-
cal of a liquid, is unchanged. The structure essentially remains that of the liquid
starting material. The slight shift in the position of the amorphous X-ray bump,
which occurs continuously upon cooling, is linked to a progressive contraction.
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Figure 1.20 Temperature evolution of (Cp , 𝛼) for the liquid undercooled at different rates.
The corresponding evolution of enthalpy (H) and volume (V). The greater the cooling rate,
the higher the value of Tg, and the higher the level of “frozen” H and V .
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The change at Tg that can be detected on the structure factor is only the rate of
change of this shift with respect to temperature, which slows down below Tg.

1.2.1.2 The Glass Transition is a Kinetic Phenomenon
The vitrification process, in fact, occurs over a temperature interval. Furthermore,
the value of Tg depends on the cooling rate.The higher the cooling rate, the higher
the value of Tg. Typically, Tg changes by 3–5 ∘C when the rate changes by one
order of magnitude. Figure 1.20 illustrates the evolution of the enthalpy (H) and
of Cp as a function of temperature for different cooling rates. Above Tg, the rate
of change of enthalpy with respect to temperature is independent of the cooling
rate. However, at Tg the slope of H(T) decreases suddenly to a value similar to that
of a crystalline solid. Furthermore, enthalpy seems to be frozen at a value which
increases with the cooling rate. Similar behavior is found for the entropy S(T)
(Figure 1.19b), volume V (T), and so on. Below Tg, the thermodynamic quantities
H , S, V , and so on, have values that depend on the way the glass has been formed:
they are especially higher as the cooling rate becomes high. Not too far below Tg,
slow relaxations of H , V , S, and so on, and the related properties are observed: this
is the aging phenomenon bywhich the glass tries to evolve – on a timescale higher
than 100–1000 s – toward the metastable liquid state in internal equilibrium at
the temperature of aging. Aging is the manifestation of the glass being in an out-
of-equilibrium state. A simple evidence of the nonequilibrium nature of the glassy
state is linked to the violation of the Nernst law (third law of thermodynamics,
which states that for an equilibrium crystal state at 0 K the entropy should be zero).
Because of the break in the evolution of S(T) at Tg, the experimental value of the
entropy of a glass at 0K is positive [71].
In a warm liquid – ordinary liquid – several dynamic processes occur on dif-

ferent timescales. Molecular motions can be roughly divided into two categories:
(i) very fast (frequency on the order of terahertz) vibrational and librational
motions localized inside the cage formed by neighboring molecules and (ii)
the less frequent relaxation processes of diffusion from the cage and molecular
rotations of high angles. In glass physics, these processes are named 𝛼, 𝛽, and so
on.The corresponding motions are of a much larger amplitude than that involved
in vibrations. They effectively involve a jump over an activation energy barrier.
The corresponding frequencies are typically in the gigahertz range at the melting
temperature. The two categories of motions contribute to the Cp of an ordinary
liquid, while only vibrational motions contribute to the Cp of a crystalline solid.
As the temperature of an undercooled liquid decreases, the relaxation time, which
is the timescale that characterizes the diffusion processes, becomes longer and
longer. Tg is the temperature at which the relaxation time becomes on the order
of 100–1000 s, which is the laboratory timescale. At these low temperatures,
molecules rearrange so slowly that they cannot explore the entire possible sample
configurations in the available time allowed by the cooling rate. The consequence
is that slow relaxational motions (the so-called main or 𝛼 relaxations) no more
contribute to the specific heat of the glass below Tg. Only the remaining fast
motionsmay contribute toCp. For themain part, these are vibrations ofmolecules.
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The slight excess of the specific heat of the glass relative to the crystal seen below
Tg (cf. Figure 1.19a) is, in part, due to the fact that vibrations do not take
place exactly in the same molecular environment and in part to remaining fast
secondary relaxations (𝛽 relaxations) [72].
The amplitude of theCp jump (ΔCp) atTg can vary widely according to the com-

pound. The tendency is that liquids with very strong intermolecular (or atomic)
bonding generally exhibit small ΔCp(Tg) values. Liquids with weak intermolecu-
lar bonding (fragile bonding) generally exhibit larger ΔCp(Tg) values. As shown
for indomethacine in Figure 1.19a, ΔCp is generally large for molecular materials.
According to a terminology proposed by Angell, corresponding glass-forming liq-
uids are called strong or fragile [4, 73, 74]. It will be shown in the following that
these different types of liquids also show differences in the manifestation of their
molecular mobility.
As mentioned above, according to the Maxwell relation, the shear viscosity 𝜂

is proportional to the structural relaxation time (also named the 𝛼 or the main
relaxation process). It is thus equivalent to associating Tg with the temperature
at which the viscosity has the value corresponding to a structural relaxation time
of 100–1000 s. All glass formers have thus a viscosity of about 1013 poises at Tg.
Upon cooling, the glass transition occurs when the viscosity of the supercooled
liquid becomes so large that molecular motions involved in the viscosity mecha-
nism are arrested on the timescale of the experiment.

1.2.2
Tg as a Transition from an Ergodic to a Non-Ergodic Situation

The differentiation of the states of a system above and below Tg can be depicted
schematically in the form of a Gibbs free energy plot (Figure 1.21). Between Tm
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Figure 1.21 Schematic representation of the
evolution of the Gibbs function as a func-
tion of temperature. Also represented are
schematic aspects of the Gibbs function
as a function of a configurational variable

for two temperatures, respectively, in the
domain of the metastable undercooled liquid
(Tg < T < Tm) and that of the unstable glass
(T < Tg).
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and Tg, the system is metastable but in an equilibrium state. The situation corre-
sponds to the bottom of the free energy well corresponding to the undercooled
liquid. Its level is, however, higher than that of the bottom of the well correspond-
ing to the crystal. Below Tg, the system is not even metastable, but it is unstable.
Schematically, we can assume its energy position as being frozen somewhere on
the side of a potential well, which is not a stable situation. This position depends
on the way the glass has been formed. Also, the nonequilibrium system is prone
to slow relaxation toward the bottom of a free enthalpy potential well: it is the
aging phenomenon [69]. It should, however, be remarked that such a description
in term of a well is an oversimplified one. It has never been demonstrated that a
unique free energy curve exists out of equilibrium. At equilibrium, what is known
is only the existence and position of a potential energy minimum, as well as the
curvature of the potential well at that point that determines the responses to a
slight perturbation.
Above Tg, the properties can be described with a very limited number of vari-

ables (state variables or state functions) energy, specific volume, and so on. This
is a consequence of the fact that the motions are extremely fast. The system has
enough time to explore all possible molecular configurations. Measured values of
the system variables are the results of a good “statistical evaluation” performed
by the system itself on all its configurational states. In the language of statistical
physics, the system is ergodic because it is equivalent to taking an average over
time or over the phase space of the system. On the contrary, in the glassy state it
is impossible to describe the properties with such a limited number of variables.
Strictly speaking, it would be necessary to know the frozen configurational state
of each molecule to describe the glass and its properties. This led to the devel-
opment of the concept of “potential energy hypersurface” (also known as energy
landscape [69, 75–77]) on which there are innumerable potential energy min-
ima corresponding to specific molecular configurations of the entire system. For a
glass, the experimentally measured physical quantities are the result of an averag-
ing performed on a very limited number of domains of the phase space, that is, of
the energy landscape, which is accessible to the system during the measurement.
Depending on the way the glass has been formed, the duration on the measure-
ments, the time of the measurement, and so on, different values will be found for
the quantities characterizing the system, such as density, optical index, and so on;
and this cannot be avoided. It is the reason why patenting the glassy form of an
amorphous sample is really a challenging question. In practice, we often try to find
at least one additional internal parameter that is able, operationally, to describe
the main specific properties. For example, that gave rise to the introduction of the
fictive temperature (T f) concept, to be defined in the following.

1.2.3
The Entropy Below Tg : The Kauzmann Paradox

At the melting temperature, the entropy of a liquid is higher than that of the
corresponding crystal. SinceCp (Cp =T𝜕S/𝜕T) of a liquid is higher than that of the
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crystal, the entropy (S) of the liquid decreases faster than that of the crystal. For
fragile liquids, the entropy difference between the liquid and the crystal decreases
by a factor of about 3 between Tm and Tg. For most glass formers, especially for
molecular compounds, extrapolating the data obtained above Tg leads to a cross-
ing of the entropy of the liquid with that of the crystal at a positive temperature
TK (the Kauzmann temperature) [78]. Figure 1.19b shows, for instance, the tem-
perature evolution of the excess entropy ΔS = Sliq − Scry for indomethacin. In this
case, TK ≅ –24.9 ∘C (it is located≈ 173 ∘C below Tm and≈ 71 ∘C below Tg). If the
liquid could be supercooled under equilibrium conditions down to TK, we would
have arrived at the astonishing situation that the liquid (disordered) and the crystal
(ordered) would have the same entropy. Figure 1.22 shows some available entropy
data plotted bymeans of aTm-scaled Kauzmann representation.TK is all themore
close toTg, so that the rate of change of liquid entropywith respect to temperature
is large (more specifically, if the slope at Tm ofΔS/ΔSm with respect to T/Tm (i.e.,
ΔCp/ΔSm) is larger, and, in any case, larger than 1). From that, it results that most
fragile compounds, with high ΔCp, have their TK rather close to Tg. The change
in slope of S that occurs at Tg, for purely dynamic reasons, permits avoiding this
paradoxical situation. If realized, S would become negative when approaching 0K.
That is impossible in the light of the statistical definition of entropy:

S(N ,E,V ) = kB ln(Ω) (1.25)
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where kB is the Boltzmann constant andΩ is the number of states accessible to the
system of N molecules with fixed energy and volume. Obviously, the minimum
value of Ω is 1.
Something should prevent this situation if the equilibrated liquid could be

tracked below Tg. Obviously, that is impossible experimentally. The resolution of
the Kauzmann paradox is still a matter of theoretical debate. It is, in fact, related
to the true thermodynamics of the deeply undercooled liquid state. Several
proposals have been made to solve the Kauzmann paradox. It has been suggested
that the vanishing of the entropy difference between the liquid and crystal would
reveal an ideal glass state only reachable near TK at infinitely slow cooling. This
is the essence of the Adam–Gibbs (AG) approach [79]. The existence of “such a
state of high order for the liquid” [78], however, seemed difficult to conceive for
Kauzmann himself. He suggested, instead, the existence of an intrinsic limit of
metastability of the liquid situated between Tg and TK. Such a metastability limit
(pseudo-spinodal) means that an equilibrated liquid could never be cooled down
to TK because the nucleation barrier opposing crystallization would decrease
critically before reaching this temperature. If the glass transition did not occur,
the crystallization of the metastable liquid could not then be avoided before
reaching TK. Other works suggest that the extrapolation is no more valid below
some temperature higher than TK and, therefore, the entropy catastrophe at
TK is unphysical [80]. The fact remains that the fast decrease of the entropy of
the liquid relative to that of the crystal is one of the most notable aspects of the
phenomenology of glass formers. In view of the statistical definition of entropy,
it indicates that correlations of a certain type are developing fast in the liquid.
However, there is no significant experimental manifestation of ordering in X-ray
structural investigations. It is one of the puzzles of glass formation.

1.2.4
Dynamic Features of the Disorder in Glass Formers: The Three Nons. Fragile versus
Strong Classification

The features of the glass formation and glassy state are not related to the struc-
tural (“static”) aspects of the compounds but to the distinctive peculiarities of their
dynamics. If the nature of the thermodynamic manifestation of the glass transi-
tion is well understood, understanding the nature and the temperature evolutions
of the relaxation processes while approaching Tg is one of the main challenges in
the physics of glasses. Specificities of the dynamics are sometimes referred to as
the “three nons” of glass formers [81–83].

• The non-Arrhenius temperature dependence of the relaxation time above Tg
• The non-exponential decay in the response to perturbations from the equilib-
rium state

• The nonlinearity of the response to thermodynamic perturbations below Tg
(The latter is equivalent to saying that the relaxation time is a function of time.).
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1.2.4.1 Above Tg: The Dramatic Non-Arrhenius Temperature Dependence of Viscosity
and Relaxation Times
Of interest here is the temperature dependence of the viscosity 𝜂 and of the average
relaxation time 𝜏𝛼 . 𝜏𝛼 is the time associatedwith the so-calledmain or 𝛼 relaxation
process. It is the characteristic time for the relaxation of some properties (strain,
enthalpy, electric polarization, etc.) toward equilibrium after the application of a
small perturbation of the intensive conjugate variable (respectively, stress, tem-
perature, electric field, etc.). 𝜏𝛼 can be calculated from the viscosity by means of
Maxwell’s relation 1.1. It can also be obtained as the inverse mechanical, specific
heat, or dielectric loss peak frequency.These definitions of 𝜏𝛼 are not strictly iden-
tical, but the differences can be neglected for our purpose. 𝜏𝛼 measures the rate
of molecular rearrangements, which involve relatively large rotational and trans-
lational molecular displacements over potential energy barriers.
For all normal liquids, under atmospheric pressure, the viscosity 𝜂 and relax-

ation time 𝜏𝛼 do not evolve too much between the boiling point and the melting
point: 𝜂 is of order 10–2 poise and 𝜏𝛼 is of order of 10–12 s. At Tg, after super-
cooling, 𝜂 is of the order of 1013 poises and 𝜏𝛼 is of the order of 103 s. At the glass
transition, when the temperature decreased by just about 50% from the boiling
point, and about 33% from Tm, 𝜂, and 𝜏𝛼 have increased by more than 15 orders
of magnitude. It is this spectacular increase at the approach of Tg and the tem-
perature dependence of this increase according to the nature of the glass formers
that are challenging.
For oxide glasses (e.g., pure silica) and a few other strong liquids (covalent

bonds), the temperature evolution of the viscosity 𝜂 and 𝜏 is well represented by
an Arrhenius law:

𝜏α(T) = 𝜏0 exp E∕kBT (1.26)

where the activation energy E is almost constant. It is roughly the energy that is
necessary for breaking intermolecular bonds.The prefactor 𝜏0 is a relaxation time
at very high temperature (𝜏0 ≅ 10–14 s). This expression “predicts” a divergence at
0K. However, for most liquids – it is the case with most molecular compounds
that are rather fragile (weak dispersive chemical bonds) – the evolution of the
relaxation while approaching Tg is even more rapid (super-Arrhenius behavior).
An attempt to use an Arrhenius description thus requires an activation energy
E that is temperature dependent, E =E(T), and strongly increases upon cooling.
The effective activation energy E(T) is of the order of 40 kBT at Tg and increases
by a factor of 5–6 between Tm and Tg. In these cases, the activation energy for
the structural relaxation is much higher than the bonding energy. Over a rather
large temperature range above Tg, (which covers 4–5 order ofmagnitude in relax-
ation time), the considerable variation of the viscosity and relaxation times is well
described by the Vogel–Fulcher–Tamman (VFT) equation [84]:

𝜏α = 𝜏0 exp[DT0∕(T − T0)] (1.27)

where 𝜏0, D (the “strength” parameter [A]), and 0<T0 <Tg are adjustable
parameters. The VFT equation predicts a virtual divergence at the temperature
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Figure 1.23 Evolution of the main (𝜏𝛼 ) and secondary (𝜏𝛽 ) in the case of amorphous
indomethacin. (Adapted from Carpentier et al. [85]. Reproduced with permission of Ameri-
can Chemical Society.)

0K<T0 <Tg. For molecular compounds, T0 is typically a few tens of degrees
below Tg. For many systems, T0 is found to be very close to TK: typically
0.9<TK/T0 < 1.1 [69]. Figure 1.23 shows the evolution of 𝜏𝛼 (and an other sub-
Tg relaxation to be discussed latter) in the case of amorphous indomethacin [85].
The best fit to the VFT equation is obtained for 𝜏0 = 2.6× 10–20 s, T0 = 230.5K,
and D= 18.5. (Similar fitting parameters were found by Paluch et al. [86].)
Figure 1.24 shows a Tg-scaled Arrhenius representation, proposed by Angell

[67], of viscosity data for a wide variety of glass formers from strong to fragile.
This figure illustrates clearly the corresponding change from Arrhenius to super-
Arrhenius behavior of relaxational mobilities. In terms of VFT representation, the
“strength” parameter D falls between∼3 (fragile) and∞ (extremely strong). In this
plot, the slop atTg is also a possiblemeasure of fragility.The fragility (or steepness)
index m is defined as

m = d(log10𝜏α)∕d(Tg∕T)(takenatT = Tg) (1.28)

The experimentally observed extreme values are m= 16 (strong) and m= 200
(very fragile behavior). As has been proposed by Angell [67, 73], glass formers
are now classified, in practice, by their more or less non-Arrhenius behavior, that
is, by their degree of fragility. For indomethacin, the value of the fragility index
was estimated to be m≈ 79–83 [85, 86]. This a typical value for a complex “small
molecule” compound as found, for example, for salol (m= 73) and for nifedipine
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(m= 83). For the rather fragile sorbitol, m= 93, while glycerol is found to have
an intermediate fragility index (between strong and fragile) m= 53. For polymers,
the fragility index is generally larger: for polystyrene m= 139 and for poly(vinyl
chloride) m= 191.
Considering that m= 16 corresponds to the Arrhenius behavior, D and m are

related by [74]

m ≅ 16 + 590∕D (1.29)

Another empirical equation was established by Williams, Landel, and Ferry
(WLF) [83] to describe the super-Arrhenius relaxation mechanisms in glass-
forming liquids. The WLF equation is equivalent to the VFT equation and gives
the viscosity as

log 𝜂∕𝜂S = − C1(T − TS)∕[C2 + (T − TS)] (1.30)

where 𝜂S is the viscosity at the reference temperature TS, and C1 and C2 are
constants. Generally, TS =Tg is chosen as the reference temperature for conve-
nience. C1 does not vary so much with the material and has a value of ∼16–17,
which corresponds to the number of decades of viscosity decrease between Tg
and an infinitely high temperature (where 𝜂∞ ≈ 10–4 poise) [88]. On the contrary,
C2 depends on the fragility and thus on the material. The relation between C2
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and the fragility index m is given by

m = C1•Tg∕C2 (1.31)

C2 is linked to Tg and the VFT temperature T0 by

T0 = Tg − C2 (1.32)

It is generally observed that both VFT and WLF models are able to describe
only the behavior in temperature domain close to Tg.

1.2.4.2 Possible Connection Between Dynamics and Thermodynamics
From what we have seen, a connection between dynamics an thermodynamics
seems to be emerging:

Strong glass formers have a small ΔCp at Tg and an Arrhenius behavior of
relaxations.

Fragile glass formers generally have large ΔCp at Tg and a pronounced non-
Arrhenius behavior of the relaxations.

Furthermore, the Kauzmann temperatureTK is usually found to be very close to
the VFT temperature T0. This suggests that a structural arrest of configurational
rearrangements would occur at TK if the system could be cooled under equilib-
rium condition down to that temperature.
Adam and Gibbs [79] developed a theory that rationalizes the relationship

between dynamics and thermodynamics. It assumes a phase transition to a state
of zero configurational entropy and infinite relaxation time at TK. This leads
to expressing the temperature evolution of the viscosity, or equivalently of the
relaxation times, as a function of the configurational entropy Sc:

𝜂 ∝ 𝜏 ∝ A exp C∕TSc(T) (1.33)

whereC is a constant containing an energy barrier term. If it is assumed that struc-
tural equilibrium is maintained at all temperatures, the configurational entropy
varies with temperature according to the following expression:

Sc(T) = ∫
T

TK

(ΔCp∕T ′)dT ′ (1.34)

where ΔCp is the configurational specific heat [ΔCp ≈Cp(liquid)−Cp(crystal)],
and TK is the temperature at which the configurational entropy is supposed to fall
to zero. If we use Eq. (1.33) and the approximation ΔCp =A/T (this approxima-
tion is usually valid for non-polymeric systems but the result is not very sensitive
to the form of ΔCp), the empirical VFT equation is recovered with T0 =TK:

𝜂 ∝ 𝜏 ∝ A exp[DT∕(T − TK)] (1.35)

In the formulation of the AG equation, it is assumed that structural equilibrium
is maintained at all temperatures, even below Tg, which is experimentally impos-
sible. The equation is thus strictly applicable only for T >Tg. For T <Tg, the AG
equation is usable only to provide a formal expression that links the virtual critical
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slowing down to the thermodynamic pseudo-singularity at TK. It would make no
sense to use the argument that for T <TK there is nomolecular mobility anymore
and that amorphous compounds are stable at these low temperatures.
Even if the possible existence of an ideal glass state, having an entropy equal to

that of the crystal, remains speculative, the AG expression provides a very good
correlation between dynamic and thermodynamic data (for T >Tg) for a large
majority of compounds. This analogy between the VFT law and AG prediction
seems to show that the temperature at which relaxation times tend toward infi-
nite values corresponds to the temperature at which the configurational entropy
reduces to zero. It should be noted, however, that the experimentally measured
excess heat capacity may include some vibrational contributions in addition to
purely configurational ones. That may induce some uncertainty in the evaluation
of TK and be a source of slight discrepancy between T0 and TK.
AG envisaged the idea of cooperatively rearranging regions (CRRs), whose size

increases as the temperature decreases [89]. As a consequence, their number
decreases, which reduces the number of effective configurational degrees of
freedom and therefore the configurational entropy. The AG theory predicts that
the minimum size of CRRs of molecules is inversely proportional to Sc. This size
would be in the nanometer scale nearTg. One picture is that theCRRblockswould
virtually become of infinite size at TK as well as the characteristic time required
to cause a transition from one configuration to another. However, the nature of
these CRRs, their possible interactions, and so on, remain poorly understood [90]
as well as their real involvement in the dynamics of glass formers [68].

1.2.4.3 Above Tg: Non-Exponential Relaxations and Dynamic Heterogeneity
For ordinary “warm” liquids, the relaxation toward equilibriumof anymicroscopic
or macroscopic property f (t), after a small applied perturbation, can be usually
described by an exponential time decrease.The relaxation function f (t) measures,
for example, the instantaneous polarization following a step change of the electric
field. On the other hand, for a supercooled liquid, the response f (t) is no longer
exponential. It has a sluggish behavior, which contrasts with the behavior above
Tm. At long enough times, which correspond to that of the 𝛼 relaxation process,
it may be generally expressed with the Kohlraush–Williams–Watts function [91]
or the “stretched exponential”:

f (t) ∝ exp[−(t∕𝜏)𝛽] (1.36)

where the value of the parameter 𝛽 is between 0 and 1. The exponential, the
so-called Debye behavior, is recovered for 𝛽 = 1. The smaller the value of 𝛽,
the more stretched the relaxation. The stretching generally increases when
temperature decreases and reaches values on the order of 0.3–0.8 at Tg. It was
observed [92, 93] that low values of 𝛽 are generally correlated with a high fragility
index m.
Non-exponential relaxation described by Eq. (1.36) can be interpreted in terms

of a superposition of exponential function with a distribution of relaxation times.
It is (was) a matter of considerable interest to know whether this non-exponential
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nature is intrinsic or whether it is the result of a spatial heterogeneity [94]. A num-
ber of experiments have shown the existence of kinetic heterogeneities in glass-
forming systems with regions of slower and faster molecular mobility. The size
of these heterogeneities is estimated to be of some nanometers at Tg. It must be
mentioned that these heterogeneities are purely dynamic in nature. As to whether
these dynamic heterogeneities may have some structural connection remains a
challenging issue.
Ngai proposed a couplingmodel [92, 95] according to which the primitive relax-

ation is exponential – exp(t/𝜏0) – for t < tc. 𝜏0 is the “uncoupled” relaxation time.
For t > tc, molecules move cooperatively and the relaxation becomes stretched
and fittable with exp[–(t/𝜏)𝛽]. For usual glass formers, the crossover time tc ≈ 2 ps.
The fractional exponent coupling parameter n= 1− 𝛽 is a measure of the strength
of the intermolecular cooperativity. This formalism allows us to derive a simple
relation between 𝜏(T), 𝜏0(T), 𝛽, and tc.This relation is operationally useful to iden-
tify the secondary 𝛽 relaxation since 𝜏0(T) is supposed to be “close” to 𝜏𝛽 (T) (see
below).
Some experimental methods can characterize directly the relaxation in the time

domain [96]. However, the dynamic response of a system can also be analyzed
in the frequency (𝜔) domain by applying a sinusoidal perturbation. What is
measured in that case is a frequency-dependent complex susceptibility 𝜒 *(𝜔).
The imaginary part (loss spectrum) 𝜒 ′′(𝜔) is the Fourier transform of df (t)/dt,
where f (t) is the corresponding relaxation function. A relaxation is highlighted by
a peak in the 𝜒 ′′(𝜔) spectrum, with a maximum for the characteristic frequency
𝜔c ∝ 1/𝜏 . Figure 1.25 shows the 𝜒 ′′(𝜔) spectra for the 𝛼 relaxation of amorphous
indomethacin measured at different temperatures and plotted as a function of
log10(𝜔). When the temperature decreases, the peak shifts toward low frequen-
cies (i.e., large relaxation times). The width of the peak gives information on the
departure from pure Debye behavior.The broadening of the peak observed at low
temperature reflects the stretching of the relaxation function mentioned above.

1.2.4.4 Below Tg: Aging, Nonlinearity, Secondary Relaxations

Aging and Variability of Glass Structure

When a liquid is undercooled and crystallization is avoided, a temperature (≈ Tg)
is finally reached where cooling is too fast for the molecules to arrange into an
equilibrated state. The liquid “falls out of thermal equilibrium.” The liquid struc-
ture nearly freezes. As a consequence, below Tg, the sample is in a structural state
corresponding to a higher temperature.The faster the cooling rate, the higher will
be this temperature.The glassy state thus dependsmarkedly on the cooling condi-
tions in relation to the relaxational properties of the liquid. Practically all physical
properties of a glass are modified to some extent if the conditions of the cooling
process are varied. Other consequences of the nonequilibrium state of the glass
are a variety of phenomena such as aging, memory effect, or rejuvenation [97].
Indeed, we must understand that, even though slow, the molecular mobility still
remains. It provides themechanism by which the glassy compound slowly evolves
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with time or ages. Therefore, for identically prepared glasses, the larger the devi-
ation from Tg, the slower the aging.
Upon aging, the volume of the glassy material changes with time. Similarly,

an evolution of enthalpy will also take place. DSC is a common method to
characterize this enthalpy evolution.The result of such an experiment is depicted
in Figure 1.26 for amorphous indomethacin in which two different aging tem-
peratures Ta (20 and 35 ∘C) were imposed. In these experiments, the sample is
first melted (T >Tm ≈ 161 ∘C) and then cooled (at 10Kmin−1) to a temperature
Ta <Tg, where it is aged for a time ta. The heat flow corresponding to each value
pair (Ta, ta) is then measured upon reheating. For each Ta, the experiment is
repeated for different values of ta. The main pieces of information provided by
these curves are the following: (i) An overshoot appears and grows as ta increases;
(ii) The rate of increase of the overshoot is faster for higher aging temperature.
For Ta = 35 ∘C, a saturation is nearly reached at ta = 1 h (≈ Tg−8 ∘C); (iii) For
Ta = 20 ∘C, the overshoot grows more slowly but reaches higher values; (iv) The
stronger growth of the overshoot for Ta = 20 ∘C is correlated to a shift toward
higher temperatures, which gives rise to an apparent increase of Tg.
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Figure 1.26 DSC heating scans for amorphous indomethacin aged during various times ta
at two different temperatures (20 and 35 ∘C).

The heat flow response is related to the heat capacity, which is the temperature
derivative of enthalpy. Consequently, an overshoot reflects a fast transient evolu-
tion of enthalpy as illustrated in figure 1.27. During annealing, the glass relaxes
slowly toward metastable equilibrium and loses. When heated through the glass
transition temperature, the lost enthalpy is recovered rapidly, and gives the over-
shoot. Enthalpy recovers the supercooled metastable liquid value upon heating
at the temperature where molecular mobility is high enough to allow this. At
low aging temperatures, molecular mobility is very slow and the structural relax-
ation process is kinetically limited. However, the enthalpy difference between the
nonequilibrium glass and the equilibrium supercooled metastable liquid is large
(see for example figure 1.20). The glass relaxes more slowly but may reach low
enthalpy values. As a result the recovery may give rise to a large overshoot after
long enough aging. When Ta is close to Tg, the glass nearly reaches equilibrium
during a rather short annealing, but the energy loss is small and so is the size of the
overshoot.Theprogressive shift of the overshoot toward higher temperatures is an
indication that annealed glasses have less molecular mobility compared to unan-
nealed glasses. This is due to the fact that part of the residual enthalpy and free
volume are lost upon annealing. The resulting lesser mobility delays the recovery
upon heating. That the molecular mobility, which allows structural relaxation, is
decreasing as the structural relaxation progress expresses the nonlinearity of the
phenomenon.

Fictive Temperature

While a glass is a non-ergodic state that cannot be described by state functions,
its properties and structural relaxation are often tentatively described in terms
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of the change in the fictive temperature T f. The notion of a fictive temperature
T f was formulated by Tool [98]. T f of a nonequilibrium glassy system is defined
as the actual temperature of the same compound in the equilibrium, metastable,
undercooled state whose structure is expected to be similar to that of the nonequi-
librium compound. The definition is illustrated in Figure 1.27, which also shows
a method (“equal area rule”) to determine T f for a glassy compound using exper-
imental values of a property of this compound (e.g., Cp) when the temperature
evolutions of this property for the liquid (Cp

l) and glassy (Cg
p) states are known.

From this picture, we can see that there is a one-to-one correspondence between
the enthalpy level of the glass and its fictive temperature. Upon aging, H and T f
decrease together. H tends to reach the equilibrium metastable level at the same
time as T f tends to reach the actual aging temperature T (at equilibrium T f =T ,
which is always the case for T >Tg).

Nonlinearity

It has long been experimentally observed that below Tg, the shear viscosity
depends on the degree of structural relaxation [68, 99]. As a result of the Maxwell
relation 1.1 between the shear viscosity 𝜂s and the shear stress relaxation time
𝜏s (𝜂s =G∞ 𝜏s), another way of saying the same thing is that the relaxation time,
that is, the rate of structural relaxation, is itself dependent on the progression of
the relaxation process. This is basically due to the fact that the relaxation time 𝜏s
depends on the enthalpy and free volume values, which decrease upon annealing
at a rate that is determined by 𝜏s. If the nonequilibrium state of the glass is
approximately characterized by a fictive temperature alone, this is reflected in
the fact that 𝜏 depends on the fictive temperature T f in addition to the ambient
temperature T [81].
To summarize, at a given temperature T below Tg, the instantaneous values

of H and V (depicted by T f) determine the mobility (𝜏), while 𝜏 determines the
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rate dT f/dt at which T f (and therefore H , V , etc.) changes. Aging can thus be
understood via following the closed-loop scheme [100]:

Tf

dTf / dt

@T

τ

The following TNM (Tool–Narayaswamy–Moynihan) expression [101] is
commonly used to describe the dependence of 𝜏 on both T and T f:

𝜏(T ,Tf ) = 𝜏0 exp[ xA∕(kBT) + (1 − x)A∕(kBTf )] (1.37)

where x is the nonlinearity parameter (0≤ x≤ 1). The maximum nonlinearity is
for x= 0.The first term in the bracket expresses the effect of temperature, and the
second term expresses that of the fictive temperature [102]. This description is
highly empirical.
Another equation adapted from the more physical AG model and the entropy

evolution (referred to as AGF: Adam–Gibbs–Fulcher [103–105]) has been pro-
posed to express the time dependence of 𝜏 in terms of T f evolution. The general-
ization of theAGequation allows us to describe themobility both above and below
Tg for a real system. It is obtained by expressing the configurational entropy Sc as
a function of T f rather than T .

𝜏(T ,Tf ) = A exp[C∕TSc(Tf )] (1.38)

For T >Tg, the system is in a state of equilibrium and T f =T , and Eq. (1.33) is
recovered.
For T <Tg, in the fictive temperature formalism, the configurational entropy

of the nonequilibrium system (the glass) at temperature T (Sgc (T)) is taken to be
identical to the configurational entropy of the equilibrium supercooled system at
T f (Sc

eq(T f)).

Sg
c(T) = Seq

c (Tf ) = ∫
Tf

TK

(ΔCp∕T ′)dT ′ (1.39)

where ΔCp is the extrapolated value of the configurational heat capacity of the
equilibrium supercooled system. Substitution of Eq. (1.39) (rather than Eq. (1.33))
in Eq. (1.38) gives the AGF equation for the relaxation time:

𝜏(T ,Tf ) = 𝜏0 exp[ E∕T(1 − T0∕Tf )] (1.40)

and thus allows us to define an isostructural activation energy

E(Tf ) = E∕(1 − T0∕Tf ) (1.41)

Since T ≤T f, E(T f) is lower than the equilibrated value of the activation energy
E(T). Aging induces a slow decrease of T f, whichmoves toward the aging temper-
ature T . Aging thus induces an increase of E(T f), which slowly tends to be closer
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Figure 1.28 Evolution of the apparent activation energy upon aging the glass. Correlation
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to the equilibrated value E(T). The evolution of the relaxation times correspond-
ing to the forgoing description is depicted in Figure 1.28. The change of slope at
Tg is related to the evolution of the measured configurational entropy.
Combination of the AGF and NMN equations allows us to express the nonlin-

earity factor x≈ 1 – TK/Tg. This relation and that linking m to 𝛽 [92] show that
the levels of fragility, non-exponentiality, and nonlinearity are connected and rise
together. When comparing different glass formers, the tendency is as follows:

x decreases when m increases, 𝛽 decreases, and TK increases toward Tg.
To obtain an accurate – albeit phenomenological – description of relaxation

features and evolution of the specific heat as a function of the temperature
upon cooling and heating through the glass transition, it is necessary to com-
bine a stretched exponential expression of the relaxation function with the
T f-dependent expression of the relaxation time 𝜏(T , T f) [103, 106].

Secondary Relaxations

Below Tg, not all molecular mobility ceases to occur. In addition to the fast vibra-
tional motions of atoms or molecules, and the very slow relaxations associated
with the irreversible aging of glasses (main or 𝛼 process), there are small-scale
molecular motions that can be detected generally by dielectric (see the chapter
by Paluch et al. in this book) and mechanical relaxation studies. The timescale
of these secondary relaxation processes is generally several orders of magnitude
lower than that of the main relaxation motions. Some of these motions can be
attributed to the internal degrees of freedom of the molecules when the latter are
flexible. However, there can exist other types of secondary relaxation processes,
which have been identified for the first time by Johari and Goldstein [107]. These
relaxations can be observed even for rigid molecular substances and are thus an
intrinsic property of amorphous systems. They are named Johari–Goldstein (JG)
𝛽 processes (𝛽JG), or simply 𝛽 processes. The other types of secondary processes
are often designated by other greek letters 𝛾 , 𝛿, and so on.
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Figure 1.29 Isochronal imaginary part of the dielectric response of amorphous maltitol
plotted against the temperature for four typical frequencies. (Adapted from Carpentier and
Descamps [108]. Reproduced with permission of American Chemical Society.)

Figure 1.29 shows the dielectric loss factor of amorphous maltitol as a function
of temperature for several frequencies [108]. The main (𝛼) and secondary relax-
ations are seen for temperatures, respectively, above and below Tg. Below Tg, for
a frequency= 100Hz, two secondary processes are visible. It is sometimes diffi-
cult to distinguish JG 𝛽 processes from other secondary processes. This aspect
is discussed in [109]. In the case of maltitol, the JG 𝛽 process is most probably
that observed at the highest temperature. The other one (𝛾) is associated with
faster intramolecular motions. This latter mode is also observed in sorbitol [108].
The relaxation map shown in Figure 1.30 summarizes the temperature evolution
of the mean relaxation times of maltitol corresponding to the different modes of
relaxation.The secondary relaxation processes may persist above Tg. 𝛼 and 𝛽 pro-
cesses show a tendency to merge above Tg (see Figures 1.23 and 1.30). Secondary
relaxations aremore easily observed below Tg, where they have an Arrhenius type
evolution with activation energies much lower than that of the 𝛼 process. For all
these aspects, see the chapter by Paluch et al.
There is general agreement that the 𝛽JG relaxation involves localized molecular

motions as opposed to α-type motions that are linked to cooperative rearrange-
ments. However, the nature of theses motions and there spatial distribution are
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Figure 1.30 Arrhenius plot summarizing the temperature evolutions of the relaxation
times of (a) amorphous maltitol and (b) amorphous sorbitol. (Adapted fromCarpentier
and Descamps [108]. Reproduced with permission of American Chemical Society.)

still matters of debate. There are two main types of interpretation. The first is
that of Johari [110], which considers that the glass is structurally nonuniform.
𝛽 relaxation would correspond to motions of molecules situated at local regions
of low density, the so-called islands of mobility. Another interpretation [111] con-
siders that the main and secondary relaxations are continuous and represent the
evolution with time of a single process whose long-time behavior corresponds to
the main process. The model of Ngai has some connection with the latter model.
Ngai proposed that the primitive relaxation of his couplingmodel is approximately
located near the most probable relaxation time 𝜏𝛽 of the JG relaxation since both
relaxations are noncooperative in nature [95].The long-time behavior (𝛼 process)
would correspond to the motions of molecules moving cooperatively.
The irreversible decrease in enthalpy and volume due to physical aging brings

about a decrease of the height of the JG 𝛽 relaxation peak. That is interpreted by
Johari as being the result of a decrease in the number of molecules involved in the
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islands of mobility. It is easy to imagine that aged glasses require more coopera-
tivity for structural relaxation because the packing is denser.

1.2.5
Fragility and Polyamorphism in the Energy Landscape View Point

1.2.5.1 Fragility and Landscape Topology View Point

Goldstein [112], more than 45 years ago, already pointed out the existence of the
crossover temperature (such asTSA in Figure 1.24) that occurswell aboveTg in the
moderately undercooled liquid state. He proposed that for T <TSA, the dynamics
corresponding to the slow 𝛼 process is dominated by thermally activated relax-
ation processes over potential energy barriers that are larger than the typical ther-
mal energy (kBT).This relates to the energy landscape view point and its topology
(Figure 1.31). From this view point, the dramatic slowing down of relaxations
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Figure 1.31 Examples of energy landscape
topologies. (a) Difference between strong
and fragile glass formers. In the latter case,
“megabasins” are separated by relatively high

barriers. Smaller basins inside “megabasins”
could be linked to 𝛽 relaxations. (b) Example
of polyamorphism. Each polyamorph has its
proper “supra-bassin”.
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at low T – which is typical of fragile glass formers – is linked to the increasing
difficulty for the amorphous system to find new minima in the landscape. Frag-
ile behavior is thus linked to a specific landscape topology with “megabasins”
linked by relatively high energy barriers.Moving from one “megabasin” to another
one involves a high energy activation (much larger than the energy involved in
individual bonding energy between molecules) and cooperative rearrangement of
many molecules (similar idea as that of CRR). In this case, the slowing down of
𝛼 relaxations is associated with the fast decrease of the configurational entropy,
whichmeasures the number ofminima that are available at any given temperature.
These minima become increasingly hard to find for the amorphous system when
the temperature decreases. It has been suggested that the faster, well-separated 𝛽

relaxations would be linked to the elementary relaxations between small, contigu-
ous basins that decorate the interior of a “megabasin” [69, 113]. On the contrary,
strong formers could be associated to a single “megabasin” with a multitude of
“small” barriers inside, which have roughly the activation energy corresponding
to the breaking of the bonds between individual molecular entities. Figure 1.31a
shows a schematic representation of the different types of landscape topologies.

1.2.5.2 Polyamorphism and Landscape Topology

The concept of polyamorphism has become very popular for a while both in the
field of fundamental physics and pharmaceutical science. In the latter case, it is
because it is well established that the properties of amorphous glasses, which can
impact pharmaceutical behavior, can be different according to the previous history
of the formulation and (or) the time of storage. As mentioned above, the primary
reason for such a variability is linked to the non-ergodicity of the glassy state for
the same compound. There is thus some kind of unavoidable “multiamorphic-
ity” of a glass connected, for example, to a variable fictive temperature. It reflects
the landscape localization of the frozen molecular configuration and the limited
extension of this landscape that is accessible during experimental times. In con-
trast to this behavior, a truly polyamorphic situation for a compound implies the
existence of two different liquid structures for the samematerial.Thismay lead to a
possible liquid/liquid phase transition and existence of an interface between these
phases.The polyamorphism of water is certainly the most widely studied example
[71, 114, 115]. There are a few documented examples of suspected polyamor-
phism for organic and pharmaceutical compounds (for a discussion see [116]).The
experimental identification of a true polyamorphism in such compounds is very
difficult. From this perspective, the case of the “glacial phase” of triphenyl phos-
phite (TPP) is particularly illustrative. Indeed, there is a danger of confusion with
the existence of a mesophase [117], or a situation of a fully nanocrystallized liquid
[118, 119]. A situation of polyamorphism can be described by a potential energy
hypersurfacewith “supra-basins” corresponding to the specific physical properties
of the different polyamorphic varieties. Figure 1.31b gives a schematic representa-
tion of this landscape. One “polyamorph” may be strong, while the other is fragile.
In connection with the situation of amorphous ice, Angell [71] has suggested that
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“polyamorphs” may indeed differ in their strength: a low-density form acting as a
strong glass former, while a high-density form as a fragile glass former.
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