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1.1 Introduction

Directed evolution is a powerful approach for engineering new biomolecular and cellular functions [1–3]. In contrast to rational design approaches, directed evolution exploits diversity and evolution to shape the behavior of biological matter by applying the Darwinian cycle of mutation, selection, and amplification of genes and genomes. By doing so, the field of directed evolution has generated important insights into the evolutionary process [4–6] as well as useful RNAs, proteins, and systems with wide-ranging applications across biotechnology and medicine [7–11].

To mimic the evolutionary process, classical directed evolution approaches carry out cycles of ex vivo diversification on genes of interest (GOIs), transformation of the resulting gene libraries into cells, and selection of the desired function (Figure 1.1). Each iteration of this cycle is defined as a round of evolution, and as selection stringency increases over rounds, either automatically through competition or manually through changing conditions (or both), this process can lead GOIs closer and closer to the desired function. This overall process makes practical sense for a number of reasons, especially for the goal of protein engineering (i.e. GOI encodes a protein). First, ex vivo diversification is appropriate, because test tube molecular biology techniques such as DNA shuffling, site-directed saturation mutagenesis, and error-prone (ep) polymerase chain reaction (PCR) [2] are capable of generating exceptionally high and precise levels of sequence diversity for any GOI. Second, transforming diversified libraries of the GOI into cells is appropriate, because each GOI variant needs to be translated into a protein in order to express its function, and cells, especially model microbes, are naturally robust hosts for protein expression. Third, carrying out selection inside cells is appropriate, because (i) cells automatically maintain the genotype–phenotype connection between the GOI and expressed protein that is necessary for amplification of desired variants,
Figure 1.1 A schematic illustration of a typical directed evolution setup. (a) A GOI is diversified \textit{ex vivo}, typically by applying an error-prone PCR to generate a GOI library. (b) The library is then cloned into an expression vector and transformed/transfected into cells that are subjected to (c) outgrowth and selection for enhanced protein activity. (d) Plasmid DNA that is enriched for library members with increased properties is extracted and (e) subjected again to diversification and selection. The directed evolution cycle is iterated until the desired outcome is achieved or until diminishing returns (a plateau is reached).

(ii) we often care about a GOIs function within the context of a cell, especially as metabolic engineering and cell-based therapy applications mature, and (iii) the use of cell survival as the output for a desired protein function allows millions or billions of GOI variants to be simultaneously tested – it is easy to culture billions of cells under selection conditions – in contrast to \textit{ex vivo} screens that are much lower throughput. Survival-based selections are not always immediately available, but one can often find a way to reliably link the desired function of a protein to cellular fitness.

While sensible, the practical requirement that diversification should occur \textit{in vitro} but expression and selection should occur \textit{in vivo} in this classical directed evolution pipeline creates significant suboptimalities. First, the number of steps that can be taken along an adaptive path becomes few, since each round of \textit{in vitro} mutation, transformation, and \textit{in vivo} selection takes several days or weeks to carry out. Second, limited DNA transformation efficiencies result in strong bottlenecking of diversity that can mitigate the probability of finding the most optimal solutions in sequence space. Third, the number of evolution experiments that can be run simultaneously is minimal, because \textit{in vitro} mutagenesis, cloning, and transformation are experimentally onerous, demanding extensive researcher intervention [12]. These shortcomings keep two highly promising categories of experiments largely outside the grasp of classical methods: first is the directed evolution of genes towards highly novel functions that likely require long mutational paths to reach (e.g. the optimization of multi-gene metabolic pathways or the \textit{de novo} evolution of enzyme activity); and second is the large-scale replication of directed evolution experiments, needed in cases when many different functional variants of a gene are desired (e.g. the evolution of
multiple synthetic receptors for a collection of ligands) or when statistical power is required in order to understand outcomes in experimental evolution (e.g. probing the scope of adaptive trajectories leading to resistance in a drug target).

An emerging field of in vivo continuous directed evolution seeks to overcome these shortcomings by performing both continuous diversification of the GOI and selection entirely within living cells [13]. In this way, GOIs can be rapidly and continuously evolved through basic serial passaging of cells under selective conditions. This removes the labor-intensive cycling between in vitro and in vivo steps and the DNA transformation bottlenecks associated with the classical pipeline, creating a new paradigm for directed evolution that is limited only by the generation time of the host cell and the number of cells that can be cultured. These limitations are usually negligible – in most host organisms for directed evolution such as Escherichia coli and Saccharomyces cerevisiae, generation time is fast (20–100 minutes) and the number of cells that can be cultured is massive (10^8–10^9 ml^{-1}) – so the potential power of continuous systems is enormous. Moreover, in vivo continuous directed evolution is amenable to high-throughput experiments, because serial passaging is straightforward and can be automated at scale or converted to continuous culture using bioreactors [14–16]. In this chapter, we discuss various systems that partially or fully achieve in vivo continuous evolution (ICE).

1.2 Challenges in Achieving In Vivo Continuous Evolution

Before discussing how ICE can be realized, we shall first clarify why this is a challenging problem. The difficulty of achieving ICE of GOIs lies in the fundamental relationship between how fast one can mutate an information polymer and its length. Several theories predict that organisms face an “error threshold” at mutation rates on order 1/L (where L is the length of the genome), near which selection cannot maintain fitness, leading to gradual decline towards low fitness, or above which one is nearly guaranteed a lethal mutation every cycle of replication, leading to rapid extinction [17–20]. Because cellular genomes are large (e.g. ~5 × 10^6 in E. coli, ~1.2 × 10^7 in S. cerevisiae, and ~3 × 10^9 in humans), this implies that evolution strongly favors low genomic mutation rates (e.g. ~5 × 10^{-8} substitutions per base [s.p.b.] in E. coli, ~10^{-10} s.p.b. in S. cerevisiae and ~3 × 10^{-9} in human somatic cells) [21–23]. Experiment confirms this prediction. Drake observed empirically that mutation rates scale as 1/L across many organisms [17]; evolution experiments have shown that when mutator phenotypes do arise, they are accompanied by fitness costs and only transiently persist [19, 24–26]; and more direct tests in yeast find that there is indeed a mutation-induced extinction threshold at ~1/L, above which yeast cannot propagate [18]. Yet individual GOIs are small in comparison with genomes, so they are capable of tolerating much higher error rates. In fact, they require much higher per base error rates than genomes to generate the same amount of total mutational diversity, because they have fewer bases. Following the 1/L scaling, a typical 1 kb GOI should be able to tolerate mutation rates on order ~10^{-3} s.p.b.
Therefore, the primary challenge in achieving rapid ICE is how to develop molecular machinery or other strategies that target rapid mutagenesis to only GOIs, allowing the host genome to replicate at mutation rates below its low error thresholds but driving the GOI at the high mutation necessary for fast generation of sequence diversity. When considering the level of targeting in the ideal case, the formidability of this challenge becomes quite apparent. Ideally, one should continuously mutate GOIs at rates close to their error threshold ($\sim 10^{-3}$) to maximize diversification but leave the genomic error rate completely unchanged, as the genome’s error rate is evolutionarily optimized for host fitness. In *E. coli*, *S. cerevisiae*, and human cells, this means that on-target versus off-target mutagenesis must differ by $10^6$-fold, $10^7$-fold, and $10^7$-fold, respectively, which is much more than the 10- to 1000-fold targeting required in most synthetic biology problems involving molecular recognition. *How can we achieve such extreme precision in mutational targeting in the cell?*

There is yet another hard challenge in realizing ICE, which has to do with the durability of mutagenesis. Ideally, one wants a high rate of mutagenesis on the GOI to persist indefinitely (or at least for as long as the experimenter cares), so that a protein can traverse long mutational pathways towards desired functions. Because one needs to achieve mutational targeting to the GOI, there is almost always a risk to durability: any mechanism for targeting the GOI over the rest of the genome will necessarily rely on some cis-elements in or surrounding the GOI to mediate the targeting. If these cis-elements become mutated, which is quite likely since they are usually in or near the GOI undergoing rapid mutation, then mutagenesis will slow or stop. Ideally, a continuous evolution system will limit the chance that a cis-element for mutational targeting gets degraded. In the case that it does, an ideal system will remove the GOI containing the mutated cis-element from the population so that it can’t fix in the population (through gradual mutational accumulation or a selective sweep if mutagenesis comes with a fitness cost) and end the continuous evolution process prematurely. *How do we achieve architectures for durability?*

Other challenges for ICE include generality across host organisms, the ability to mutate many genes simultaneously, and fine control over mutation rate and spectra; but the most defining ones are targeting and durability. In the remainder of this chapter, we review several *in vivo* continuous directed evolution platforms within the framework of these challenges. We highlight in Section 1.4.4 and note here that our recently developed orthogonal DNA replication (OrthoRep), among systems for ICE, seems uniquely capable of complete precision in mutational targeting (as far as we can tell), and is a highly durable architecture for enforcing prolonged mutagenesis in GOIs. We also highlight, in Section 1.3, phage-assisted continuous evolution (PACE), which has been remarkably successful for continuous biomolecular evolution. Although PACE is not an entirely *in vivo* system, it achieves complete precision in mutational targeting and durability – in fact by not being entirely *in vivo*, as we will explain. We do not discuss several powerful technologies for non-continuous *in vivo* diversification or streamlined diversification methods, such as MAGE [27], CREATE [28], DiVERGE [29], and CPR [30], but note that these are also promising approaches to protein evolution as they address some of the constraints of classical directed evolution methods. A summary of various characteristics of the systems we discuss is provided in Table 1.1.
Table 1.1 Comparison among approaches for *in vivo* continuous evolution.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Systems</th>
<th>Mutation rate</th>
<th>Targeting of mutagenesis</th>
<th>Durability of mutagenesis</th>
<th>Number (simple estimates) and location of genes that can be evolved simultaneously</th>
<th>Generality across host organisms</th>
<th>Mutational spectrum</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous rounds of evolution with a conditionally replicating bacteriophage</td>
<td>PACE</td>
<td>Mutates GOIs at ( \sim 10^{-3} ) s.p.b.</td>
<td>Complete targeting to the bacteriophage genome, since <em>E. coli</em> are constantly replaced</td>
<td>Indefinitely continuous since mutagenesis is enforced. In practice, this method is typically implemented for 1–3 weeks</td>
<td>1–10 genes encoded on bacteriophage genome.</td>
<td>Currently in <em>E. coli</em>. Could be implemented with mammalian cells using non-integrating viruses (e.g. adenovirus).</td>
<td>Fairly unbiased mutational spectrum.</td>
<td>[33]</td>
</tr>
<tr>
<td>Targeted mutagenesis in <em>E. coli</em> with error-prone DNA polymerase I</td>
<td>ep Pol I/ColE1-based systems, CRISPR-guided DNA polymerases (EvolvR)</td>
<td>GOIs encoded near the ColE1 origin are mutated by ep Pol I at ( \sim 10^{-3} ) s.p.b. CRISPR-guided Pol I can induce rates as high as ( 10^{-2} ), but this quickly drops off after the guide region</td>
<td>Targeting with unfused ep Pol I is maximally only ( \sim 400 )-fold. Fusion to nCas9 generally improves targeting to ( \sim 1000 )-fold</td>
<td>Durability remains to be tested. Ep Pol I/ColE1 incurs significant off-target mutagenesis, which could quickly abrogate mutagenesis. EvolvR risks breaking down because it rapidly mutates the gRNA target region</td>
<td>1–5 genes encoded on a plasmid with ep Pol I/ColE1. 1–20 genes on plasmids or at their endogenous genomic loci with EvolvR, depending on how many targeting sgRNAs one can stably encode.</td>
<td>Both systems are currently in <em>E. coli</em>. EvolvR should be fairly general across hosts, especially with the use of Phi29 DNAP.</td>
<td>ep Pol I mutates ColE1 plasmids with a bias towards transition mutations. EvolvR generates substitutions of all four nucleotide types, in a relatively unbiased manner. If needed, this can be improved through DNAP engineering.</td>
<td>[47–50, 54]</td>
</tr>
<tr>
<td>Approach</td>
<td>Systems</td>
<td>Mutation rate</td>
<td>Targeting of mutagenesis</td>
<td>Durability of mutagenesis</td>
<td>Number (simple estimates) and location of genes that can be evolved simultaneously</td>
<td>Generality across host organisms</td>
<td>Mutational spectrum</td>
<td>References</td>
</tr>
<tr>
<td>----------</td>
<td>---------</td>
<td>---------------</td>
<td>---------------------------</td>
<td>----------------------------</td>
<td>----------------------------------------------------------------------------------</td>
<td>----------------------------------</td>
<td>---------------------</td>
<td>------------</td>
</tr>
<tr>
<td>Yeast systems that do not use engineered DNA polymerases for mutagenesis</td>
<td>TaGTEAM, ICE</td>
<td>TaGTEAM, (10^{-4}) s.b.p. at 10 kb regions on both sides of the tetO array. For ICE, (1.5 \times 10^{-4}), if excluding the rate of retrotransposition needed to induce mutagenesis</td>
<td>TaGTEAM offers targeting of genomic GOIs, however with low accuracy. ICE’s targeting is theoretically good since off-target regions are not reverse transcribed</td>
<td>Durability remains to be tested. Off-target mutation and the requirement that retrotransposition occurs back into the original locus for continued evolution with ICE will likely affect durability</td>
<td>1–10 genes on plasmids or at engineered genomic loci</td>
<td>Both systems are currently in yeast. ICE has been demonstrated in several diverged yeast species. TaGTEAM should function in <em>E. coli</em> and mammalian cells. ICE could be implemented in new hosts using retrotransposable elements similar to Ty1.</td>
<td>TaGTEAM generates a broad spectrum of both transitions and transversions. In addition, 25% of mutations are single base deletions. In ICE there is a 1:1 ratio between transitions and transversions.</td>
<td>[55, 58]</td>
</tr>
<tr>
<td>Somatic hypermutation as a means for targeted mutagenesis of GOIs</td>
<td>Hypermutator B cell line, Ramos cell line, dCas9-AID fusions (such as CRISPRx), T7 RNAP-AID fusion</td>
<td>CRISPRx mutates GOIs at ( \sim 5 \times 10^{-4} ) s.p.b.</td>
<td>Efficient targeting. No increase in mutagenesis rate was detected in an off-target locus. The hyperactive AID variant can create dense, highly variable point mutations within a region of 100 bp surrounding an sgRNA target site.</td>
<td>Durability remains to be tested.</td>
<td>1–10 genes on plasmids or at engineered genomic loci with the hypermutator B cell line, Ramos cell line, or T7 RNAP-AID fusion. Dozens of genes at endogenous genomic loci with dCas9-AID fusions.</td>
<td>Systems depending on natural SHM are limited to mammalian cells. AID-fusions are currently available in mammalian systems or E. coli, depending on the system. AID fusions should be extensible to all host-types.</td>
<td>AID generates point mutations rather than insertions and deletions, and it favors transitions over transversions. However, repair pathways operate at AID-mutated loci to extend the scope of mutagenesis.</td>
<td>[67–73]</td>
</tr>
<tr>
<td>Orthogonal DNA replication</td>
<td>OrthoRep</td>
<td>Mutates GOIs at ( \sim 10^{-5} ) s.p.b.</td>
<td>Complete orthogonality (at least 100 000-fold targeting)</td>
<td>Indefinitely continuous since mutagenesis is enforced. This method has been implemented for up to 300 generations without any sign of erosion.</td>
<td>1–10 genes encoded on a special orthogonal plasmid</td>
<td>Currently in yeast. Should be extensible to bacteria and mammalian systems using related protein-priming DNAPs.</td>
<td>TP-DNAP1-4-2 strongly favors transition mutations. This can be readily improved through DNAP engineering.</td>
<td>[74, 75, 78]</td>
</tr>
</tbody>
</table>

Source: Esvelt et al. [33]; Fabret et al. [47]; Alexander et al. [49].
1.3 Phage-Assisted Continuous Evolution (PACE)

The most successful method for continuous protein evolution thus far is the PACE system developed in the lab of David Liu (Figure 1.2) [2, 12, 14, 15, 31–37]. PACE reimagines traditional “rounds” of directed evolution as generations of the M13 bacteriophage life-cycle, thereby transforming a step-wise and labor-intensive procedure into a continuous biological process. In PACE, GOIs are encoded in the M13 genome, and the resulting phage continuously replicate in a vessel (termed “lagoon”) that experiences a constant influx of *E. coli* cells. To create a selection pressure for GOIs to evolve, the activity of interest is coupled to phage survival. This is achieved by deleting the essential gene III (gIII), encoding coat protein III (pIII), from the M13 genome. The host *E. coli* strain is engineered to encode gIII in a genetic circuit that makes pIII expression dose-dependent on the desired activity of the GOI (see the following text for examples); so only phage that successfully evolves the GOI can trigger pIII expression and continue propagating. Due to the rapid generation time of M13 (~10 minutes without selection), evolution in this manner can iterate hundreds of times in just a few days.

**Figure 1.2** PACE. Phage carrying the selection plasmid (SP) encoding the GOI propagates on *E. coli* cells which are constantly flowing into the "lagoon" at a rate that does not permit their propagation but is longer than the phage life cycle, thus permitting phage replication. Upon infection, the SP (as well as the bacterial genome) experiences a high degree of mutagenesis due to the presence of a mutator plasmid (MP). In a PACE experiment, high GOI activity (green) is linked to drive strong gIII expression, resulting in progeny that can then infect incoming *E. coli*. No GOI activity (or a weak one, red) results in poor progeny production, becoming washed away from the lagoon at a larger rate (alongside bacterial cells). The system is designed to run for hundreds of generations without human intervention and result in the evolution of the GOI towards the desired activity. Source: Packer and Liu [2]; Badran and Liu [12]; Carlson et al. [14]; Dickinson et al. [15].
A key parameter in PACE is the *E. coli* flow rate, which should exceed their doubling time but be slower than the phage life cycle, allowing only phage to replicate in the lagoon (on average). Consequently, only phage accumulates mutations, whereas *E. coli* are physically prevented from doing so. High rates of mutation on the phage (and *E. coli*) genome are driven by a mutator plasmid (MP) that is carried by the *E. coli* cells and induced in the lagoon for error-prone M13 replication. The latest version of the MP is able to drive potent mutagenesis at $>10^{-3}$ s.p.b. by combining the effects of six different mutagenesis drivers [38].

Esvelt et al. first demonstrated proof of concept by evolving T7 RNA polymerase (RNAP) to initiate transcription from new promoter sequences [33]. pIII expression was bottlenecked at the level of transcription by encoding promoter sequences unrecognized by wild-type (wt) T7 RNAP (or any *E. coli* RNAPs), thus driving the selection to favor T7 RNAP variants that are able to efficiently recognize the new promoters. After eight days and 200 “rounds” of PACE, new T7 RNAPs emerged that could transcribe from the distant T3 RNAP promoter as efficiently as wt T7 RNAP does from its cognate promoter [33]. Similarly, T7 RNAP variants that efficiently initiate transcription with ATP or CTP, instead of GTP, were evolved. Since that landmark study, the ability to couple T7 RNAP activity to PACE has been exploited in a number of ways, ranging from basic adaptation studies to selections for split T7 RNAP [14, 15, 35–38].

In principle, PACE is applicable for the evolution of any biomolecular function that can be linked to pIII expression; and in just a few years since its inception, this has been realized in a wide range of applications beyond RNAP evolution. A notable example is the evolution of new DNA binding domains. Hubbard et al. employed the classic one-hybrid selection with PACE to evolve transcription activator-like effector nucleases (TALENs) with broadly improved DNA cleavage specificity [34]. Although TALENs are highly promising for gene editing, their major limitation is that they require the 5' nucleotide of the target sequence to be T [39]. New TALEs (TALENs without the fused nuclease) were evolved with PACE by fusing the DNA binding domain of the canonical CBX8-targeting TALE to the ω subunit of *E. coli* RNAP. The PACE system was designed to include the TALE target sequence upstream of gIII. TALEs that successfully bind the target DNA recruit holoenzyme RNAP around the ω subunit, resulting in subsequent pIII expression. With this TALE selection, the identity of the target sequence can be custom-tailored, in this case, to encode noncanonical 5' nucleotides. After using an additional negative selection (see below) that inhibited variants with promiscuous substrate specificity, Hubbard et al. were able to evolve TALE variants that displayed two- to fourfold increases in specificity for 5' A, 5' C, or 5' G versus 5' T, relative to wt TALE.

The one-hybrid PACE format was also used for overcoming one of Cas9's main limitations, restricted protospacer adjacent motif (PAM) compatibility. This time, Hu et al. fused a catalytically dead variant of *Streptococcus pyogenes* Cas9 (dCas9) to the ω subunit of *E. coli* RNAP [40]. Then, the authors cleverly fed the lagoon with a mixture of host *E. coli* cells bearing a library of target sequences that covers all 64 possible PAM sequences, to select for broadened PAM compatibility. After PACE, several variants were isolated that could efficiently recognize NG, GAA, and
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GAT as PAMs. Upon restoration of nuclease catalytic activity to these evolved dCas9 variants, the authors remarkably found that one of them, xCas9, exhibited greater DNA specificity than wt Cas9, even with its newly-gained broad PAM compatibility. This result challenges the widely-held assumption that there must be a trade-off between editing specificity and PAM compatibility and suggests that Cas9 can be improved through laboratory evolution to meet the most demanding challenges of CRISPR-Cas9 applications.

Another important form of PACE is its use with two-hybrid selection for the evolution of high-affinity protein-binders [31]. In the bacterial two-hybrid system, the ω subunit of E. coli RNAP is fused to a protein of interest, which is recruited to DNA through its interaction with a target protein. This target protein is fused to a DNA binding domain that localizes the complex at its cognate sequence encoded upstream of a reporter gene. If the protein of interest binds the target protein, then the RNAP holoenzyme can reconstitute around the ω subunit and drive expression of the downstream reporter. Badran et al. adapted this system for PACE using gIII as the reporter. After extensive optimization, Badran et al. were able to use this PACE format to evolve the insecticidal protein, Bacillus thuringiensis δ-endotoxin (Bt toxin) Cry1Ac, to bind and inhibit a new receptor in the gut of the insect pest Trichoplusia ni (TnCAD) [31]. Although wt Cry1Ac did not detectably bind TnCAD, the evolved variants were able to bind with nM affinity. Significantly, this strategy could overcome widespread Bt toxin resistance, which primarily occurs through mutational changes that inhibit binding to the native receptor of wt Cry1Ac. Badran et al. demonstrated this by showing that evolved Cry1Ac is highly potent at killing T. ni that are resistant to wt Cry1Ac. An exciting possibility for the future would be to evolve TnCAD to resist the new Cry1Ac variant, and then iterate this cycle in a study of molecular co-evolution.

Additional positive selections developed for PACE have enabled evolution of proteases that are drug resistant [32] or have altered substrate specificities [41], aminoacyl-tRNA synthetases (aaRSs) that can accept noncanonical amino acids [42], and protein variants with improved soluble expression [43]. Negative selections are also compatible with PACE, and are useful in cases where it is desirable to evolve high specificity towards the target substrate and restrict promiscuity towards others (especially the native substrate). This can be achieved by introducing a dominant negative allele of pIII, pIII-neg, that inhibits phage propagation [14]. The expression of pIII-neg can then be linked to the unwanted activity (e.g. recognition of the T7 promoter by T7 RNAP) for negative selection. (This strategy was successfully employed during TALEN and aaRS evolution.) Selection stringency and mutation rate are also important determinants of PACE outcomes and can be titrated [14, 35]. Lastly, we note that the Isalan lab developed a system related to PACE that accommodates the evolution of multiple genes, starting from combinatorial libraries. With this system, they were able to evolve a panel of orthogonal dual promoter-transcription factor pairs that were used to make multi-input logic gates [44, 45].

Clearly, PACE is a powerful method for continuous protein evolution, but as noted early in this chapter, it is not an entirely in vivo system. Rather, M13 serves as a
1.4 Systems That Allow In Vivo Continuous Directed Evolution

1.4.1 Targeted Mutagenesis in E. coli with Error-Prone DNA Polymerase I

The first system that was able to perform continuous targeted mutagenesis in vivo was published in 2000 by Fabret et al. [47]. It was designed based on the developments in understanding the mechanism of ColE1 plasmid replication in E. coli. For plasmids that contain a ColE1 origin of replication, DNA polymerase (DNAP) I (Pol I) is responsible for elongating from the RNA primer that initiates replication at the origin. Pol I will extend for about 400–2000 bp, after which DNAP III
(Pol III), responsible for bulk DNA replication in *E. coli*, replaces Pol I [48]. When using a genome-encoded proofreading-deficient Pol I, genes that were cloned near the ColE1 origin experienced a 6- to 20-fold higher degree of mutagenesis over genes at more remote areas in the plasmid, showing targeting. The system’s components were further combined with mismatch repair mutants to raise the mutation rate on GOIs yet another 20- to 40-fold, although significant increases in genomic mutation rates of at least several hundred-fold were observed. As a proof of concept, the authors evolved dominant negative variants of LacI that would outcompete a genomically-encoded wt LacI in binding its cognate operator, LacO. After 30 generations, LacI mutants that caused complete abolishment of wt LacI’s binding to LacO were isolated. These variants were altered in their DNA binding domain but still formed tetramers with wt LacI, thereby abolishing LacI’s repression at LacO.

Further improvement of the Pol I/ColE1 system was demonstrated in 2003 (Figure 1.3a) [46, 49]. Camps et al. modified the system to express the ep Pol I from a plasmid with a Pol I-independent origin of replication. Then, they used a host *E. coli* strain (J2000) whose genomically-encoded wt Pol I was temperature sensitive (ts) [49]. At restrictive temperatures, the ts Pol I becomes inactive such that only the ep Pol I acts, preventing the high-fidelity ts Pol I from competing for replication at the ColE1 origin. Based on prior studies of Pol I from the same lab [50], Camps et al. engineered a Pol I variant that was exceptionally error-prone, leading to mutation rates as high as $8.1 \times 10^{-4}$ s.p.b at the GOI when the ts Pol I was inactivated. Mutagenesis expanded to about 3 kb from the ColE1 origin and

![Figure 1.3](image-url) Targeted mutagenesis in *E. coli* with error-prone DNA polymerase I. (a) An ep version of Pol I is expressed from a plasmid whose replication is driven by a non-ColE1 origin of replication (ori). The GOI is placed on the target plasmid near the ColE1 ori and thus targeted for mutagenesis. After 1–3 kb of ep replication, Pol III replaces Pol I to replicate the remainder of the plasmid with high fidelity. The genomic allele of POL I is temperature sensitive, such that enhanced mutagenesis can be induced by growth at the restrictive temperature. Source: Alexander et al. [49]; Camps et al. [46]. (b) The EvolvR system is composed of a CRISPR-guided nickase that nicks the target GOI, fused to ep Pol I that performs nick translation.
was evenly distributed within this region, albeit with certain biases in mutational preference. As a proof of concept experiment, Camps et al. demonstrated that their system could be used to evolve enzymes with diverged function by generating TEM-1 β-lactamase mutants that were able to hydrolyze a third-generation lactam antibiotic, aztreonam.

The ep Pol I/ColE1 system has subsequently been applied in a handful of additional directed evolution experiments. For example, Koch et al. used the system to prepare a library of terminal alkane hydroxylases with the aim of evolving variants that can oxidize butane [51]. Although they only used the system for the preparation of mutant libraries (i.e. as a mutator strain) and not for continuous evolution involving serial passaging under prolonged selection conditions, they demonstrated that one can create large libraries of GOI variants directly *in vivo*. In another application, an M13 phagemid with a ColE1 origin was made to encode LuxR and infect *E. coli* harboring the ep Pol I [52]. LuxR is a transcriptional activator and drove the transcription of an antibiotic resistance gene (β-lactamase) controlled by the lux promoter in the *E. coli*. Through several cycles of infecting fresh *E. coli*, antibiotic selection, lysis of *E. coli*, and phage isolation, LuxR evolved a 17-fold higher binding affinity to the lux promoter sequence.

While the ep Pol I/ColE1 system approaches ICE, it is limited by off-target mutagenesis and low durability. Because Pol I is responsible for Okazaki fragment mending throughout the genome and also participates in DNA repair [53], expressing an ep Pol I causes substantial mutagenesis genome-wide. Targeting of mutations to the GOI does occur – owing to the ColEI origin, the limited role of Pol I in lagging strand replication, and special growth conditions optimized to time ep Pol I action with growth phases where genome replication activity is low – but is maximally only ~400-fold. Therefore, when highly ep Pol Is are used, it is possible that off-target mutagenesis will lower the fitness of the cell, causing fixation of suppressor mutations that abrogate the activity of ep Pol I. Still, the Pol I/ColE1 system represents a landmark development that encouraged the field to pursue new strategies for realizing ICE.

Perhaps the closest conceptual descendant of the ep Pol I/ColE1 system is a new *E. coli* continuous evolution system called EvolvR, which uses CRISPR-guided ep DNAPs to continuously target mutations to GOIs (Figure 1.3b). Rather than rely on the natural targeting of Pol I to ColE1, Halperin et al. [54] fused ep Pol I variants (and other DNAPs) to a nickase Cas9 (nCas9) that would serve two purposes. First, nCas9 would bring the ep Pol I to any GOI encoded on a plasmid or the genome using a guide RNA (gRNA). Second, the nCas9 would nick the target strand, creating a free 3’-OH substrate from which the ep Pol I could extend. Once nCas9 releases the nicked product, it is believed that ep Pol I then latches on and carries out error-prone extension from the nick. This highly clever idea was demonstrated in *E. coli* with a number of ep Pol I variants spanning different mutation rates and activities, as well as with a moderately ep Phi29 DNAP with high processivity. Using the most mutagenic ep Pol I, Halperin et al. measured a mutation rate approaching $10^{-2}$ s.p.b. (a 7.7 million-fold elevation compared to wt cells) at the first nucleotide 3’ of the nCas9-induced nick. While this extreme mutation rate quickly dropped when
moving away from the nick, other Pol I and Phi29 DNAP variants with moderate error rates could achieve mutagenesis windows up to 350 bp. With these characteristics and with the potential to use multiple gRNAs to simultaneously target multiple parts of a gene, EvolvR could readily and efficiently generate sequence diversity on a GOI \textit{in vivo} to support continuous evolution. Indeed, in a proof of principle experiment, Halperin et al. used EvolvR to rapidly evolve spectinomycin resistance by targeting mutagenesis to the \textit{rpsE} gene and found new resistance mutations that were previously unknown.

Future studies and improvements on EvolvR will clarify how well it drives ICE for prolonged periods of time, needed to traverse long mutational pathways. Durability may be difficult in the current architecture, because the mutation rate is maximal at nucleotides within the target region of the gRNA, which if mutated, will reduce the ability of the system to continue inducing mutagenesis. Since the GOI can still be replicated (by high-fidelity host systems) in the absence of EvolvR function, this may result in the fixation of partially adapted GOI mutants that stop mutating, leading to premature cessation of evolution. In addition, EvolvR still has off-target elevations in mutation rate, presumably because ep Pol I or Phi29 can participate in genomic replication and/or because Cas9 has off-target binding. Strategies that use more processive ep DNAPs with no activity in normal genome replication and alternative CRISPR systems that nick outside the critical regions for gRNA targeting may overcome potential issues of targeting and durability. We also anticipate that this system should readily transfer to cell-types other than \textit{E. coli}. Therefore, EvolvR is a highly promising new system for ICE with enormous potential, especially for the multiplexed evolution of genes at their endogenous genomic loci rather than on a plasmid.

### 1.4.2 Yeast Systems That Do Not Use Engineered DNA Polymerases for Mutagenesis

The first demonstration of continuous targeted mutagenesis \textit{in vivo} in yeast was published in 2013 under the name TaGTEAM (Figure 1.4a), which stands for targeting glycosylases to embedded arrays for mutagenesis [55]. In TaGTEAM, mutagenesis at the GOI is initiated by recruiting a DNA glycosylase, which normally functions as the first step in the base excision repair (BER) pathway responsible for removing chemically altered DNA bases [56]. The authors adopted the yeast 3-methyladenine glycosylase, Mag1p, and fused it to the tet repressor (tetR) that binds a 19-bp operator sequence, tetO. By introducing a non-recombinogenic tetO array (with each tetO site separated by 10–30 bp of random sequence), the tetR-Mag1p fusion could be targeted to GOIs in the chromosome or plasmid. It is presumed that tetR-Mag1p targeting generates a build-up of unprocessed abasic sites at target loci, leading to replication fork stalling and recruitment of ep translesion polymerases [57]. This faulty repair can lead to both point mutations and frameshifts. To test their system for its ability to generate mutagenesis at a GOI, Finney-Manchester et al. introduced a 240X tetO array upstream of a \textit{URA3} auxotrophic marker in a region of chromosome 1 that does not contain nearby essential genes. The distance between the tetO array and the marker was titrated to assess the size of the area subjected to mutagenesis. The
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Figure 1.4 Yeast systems for targeted mutagenesis of GOIs. (a) TaGTEAM is achieved by fusing the yeast 3-methyladenine DNA glycosylase, Mag1p, to a tetR DNA-binding domain. Upon expression of the fusion from an inducible galactose promoter, the 20 kb region that is proximal to the tetO array experiences a high degree of mutagenesis. (b) In ICE, the GOI is cloned into an inducible Ty1 retrotransposon in the genome. The ICE cycle begins with inducible transcription of the retroelement followed by ep reverse transcription driven by Ty1’s encoded rt. The cycle ends upon re-integration of the mutated cDNA into the genome. Source: Based on Crook et al. [58].

presence of tetR-Mag1p resulted in a >800-fold increase in mutation rate spanning a 10 kb region. However, the off-target mutation rate was also increased 40-fold in the absence of the array, indicating genome-wide mutagenesis by tetR-Mag1p. No direct applications of the system have been published to date, but this mutagenic strategy was important for opening new avenues of thought in the field.

ICE is another notable example of continuous evolution in yeast (Figure 1.4b), introduced in 2016 [58]. ICE adopts a strategy for DNA diversification that is based on the mutagenic properties of the Ty1 retrotransposon element. A GOI is cloned into the Ty1 cassette, which then gets transcribed into an RNA. Next, the RNA is reverse transcribed to form cDNA and reintegrated into the chromosome [59]. The mutagenic properties of the system stem from Ty1’s self-encoded reverse transcriptase (rt), which introduces mutations at a rate of $\sim 2.5 \times 10^{-5}$ to $\sim 1.5 \times 10^{-4}$ per base per retrotransposition event [58, 60], thus allowing rapid mutagenesis of Ty1 and its embedded GOI. However, since mutagenesis depends on retrotransposition and the retrotransposition rate of Ty1 with a GOI inserted is low, the high mutation rate of Ty1’s rt is only occasionally experienced on the GOI. Therefore, the authors carried out a series of experiments to increase the retrotransposition rate. By fine-tuning various parameters including the cargo’s promoter strength, host genotype (i.e. deletions of certain host genes), cell density, temperature, initiator methionine tRNA expression (which acts to prime Ty1 replication), and inclusion of terminators, the authors were able to significantly increase retrotransposition rate. Altogether, the optimization process reached a mutation rate capable of generating up to $1.6 \times 10^7$ distinct mutants of a GOI per round per liter cultured [58]. Crook et al. then used ICE in three independent experiments to test the system’s ability to evolve genetic material. In the first demonstration, URA3 was evolved for increased resistance to 5-fluoroorotic acid (5-FOA); in the second example, the Spt15p global transcription...
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In Vivo regulator was evolved to confer a complex cellular phenotype of butanol resistance; and in the third example, a multigene pathway spanning 4.6 kb and containing two enzymes and a regulatory region was evolved for increased xylose catabolism. Additional experiments will clarify the extent to which ICE continuously mutates GOIs, as the ability for Ty1 elements to semi-randomly spread throughout the yeast genome [61, 62] could potentially complicate analysis, reduce mutational accumulation for the GOI, and diffuse the target of evolution. These issues could potentially be solved by somehow limiting Ty1 integration to a single location in the genome, turning the retrotransposon into a “retrocisposon,” and then increasing the “retrocisposition” rate to access high levels of diversification. In fact, the ability to achieve “retrocisposition” would also be important for reaching continuous evolution in other systems based on retroelement-mediated mutagenesis, such as a recently reported bacterial approach for in vivo genome editing and evolution [63]. Nevertheless, ICE is an important example of continuous evolution in yeast.

1.4.3 Somatic Hypermutation as a Means for Targeted Mutagenesis of GOIs

Some groups have harnessed one of nature’s built-in mechanisms for generating targeted DNA diversity, somatic hypermutation (SHM). In SHM, B cells create point mutations in their immunoglobulins (Igs) to drive antibody affinity maturation [64]. The enzyme responsible for SHM is Activation Induced cytidine Deaminase (AID), which deaminates cytidine (C) to generate uridine (U). This triggers various mismatch repair mechanisms resulting in a mutation rate of $\sim 10^{-3}$ s.p.b. at Ig loci [65]. Several researchers have successfully hijacked this natural mechanism for diversifying and evolving non-antibody proteins. In 2001, Bachl et al. set the stage for SHM-based protein directed evolution [66]. They demonstrated a high rate of reversion of a premature stop codon in a green fluorescent protein (GFP) cloned into a hypermutator B cell line (18–81) that expresses endogenous AID. They concluded that elevated reversion rates depended on AID and were rate limited by transcriptional levels of the target gene, in agreement with previous findings on SHM mechanisms [67, 68]. In 2004, Wang et al. applied SHM to the directed evolution of an entire open reading frame [69] by integrating a single copy of red fluorescent protein (RFP) into Ramos cells, which express endogenous AID, using a lentivirus. Through iterative SHM and FACS, RFP mutants with enhanced photostability and far-red emissions were evolved. The study was conducted in the pre-CRISPR era, and thus the RFP GOI was not targeted to an Ig locus but was rather integrated at various genomic locations within their cell population. However, the authors noted that the most evolved RFP variant, which they called mPlum, was located in the Ig heavy chain locus of chromosome 14, indicating that there is indeed a target locus where mutagenesis rates are highest, and that SHM is responsible for high levels of mutagenesis at the GOI. Yet it is expected that this targeting is incomplete, as mutation rates readily occur outside the Ig domain in cell lines that express endogenous AID [70].

Recently, a major development that avoids the use of hypermutator cell lines that express endogenous AID to mutate GOIs was independently published by
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two groups (Figure 1.5) [71, 72]. Hess et al. linked AID to a catalytically inactive dCas9 using MS2-modified sgRNAs, which achieved precise targeting of SHM to defined loci in HEK293 cells [71]. The system, which they called CRISPRx, allowed targeted mutagenesis of multiple genomic locations simultaneously. Their reported mutation rate was $\sim5 \times 10^{-4}$ s.b.p., which is similar to that observed for SHM [65]. In their first application, Hess et al. evolved GFP (excitation, 395 nm; emission, 509 nm) into enhanced green fluorescent protein (EGFP) (490/509 nm) by selecting for spectrum-shifted variants. Later, they mutated the target of the cancer therapeutic bortezomib, PSMB5, and identified known and novel mutations that confer bortezomib resistance. At the same time, Ma et al. developed a dCas9-AID fusion and targeted BCR-ABL for mutagenesis to efficiently identify known and new mutations conferring imatinib resistance mutations in chronic myeloid leukemia cells [72].

In both of these CRISPR-guided AID strategies, induction of mutagenesis at the GOI was followed directly by a single round of enrichment for the selected phenotype. Therefore, these studies do not directly demonstrate continuous evolution. However, multi-generation continuous directed evolution could be carried out using cell lines stably transcribing sgRNAs that tile the GOI. Although Hess et al. observed some limited off-target mutagenesis, owing both to off-target activity of AID and off-target binding of sgRNAs [71], the durability of this system, while untested, may be reasonably high, as the positions that are most prone to mutagenesis are outside of the spacer and PAM needed for sgRNA binding and multiple sgRNAs targeted to the same locus can be used. In addition, these methods are capable of introducing diversity at endogenous genomic loci, since CRISPR targeting is programmable.

Another strategy for targeting AID to GOIs is based on fusing AID to T7 RNAP [73]. The main advantage is that T7 RNAP induction could be precisely controlled in *E. coli*, and although not demonstrated by More et al., could be largely transferred between various organisms. Mutations accumulate during induction of
transcription, as the T7 RNAP carries AID over large stretches of DNA. Indeed, due to its high processivity, T7 RNAP can direct mutagenesis over several kb.

### 1.4.4 Orthogonal DNA Replication (OrthoRep)

Our lab recently developed a system for ICE, termed OrthoRep, based on orthogonal DNA replication [74, 75] (Figure 1.6). Fundamentally, OrthoRep can be described as a cell harboring a synthetic DNA replication system that propagates without affecting endogenous replication of the host genome. We implemented this additional replication system in the form of an orthogonal DNAP/plasmid pair, where orthogonality means that the DNAP is dedicated to the cognate plasmid and does not participate in genomic replication (unlike Pol I in the Pol I/ColE1 systems). This property allows us, broadly, to engineer DNA replication in vivo for user-defined purposes without harming the host. For the purpose of ICE, we can make the orthogonal DNAP as error-prone as desired, since the genome is completely spared from mutation. Then, GOIs can simply be encoded on the orthogonal plasmid and rapidly and continuously mutated by the orthogonal ep DNAP during evolution.

To create OrthoRep, we developed an orthogonal DNAP/plasmid pair in *S. cerevisiae* by leveraging the unique pGKL1 and pGKL2 (or p1 and p2) selfish elements [76, 77]. p1 and p2 are linear, high copy, DNA plasmids that can replicate autonomously in the cytoplasm of yeast. P1 and p2 each encode dedicated DNAPs,

![Figure 1.6 OrthoRep. In OrthoRep, GOIs encoded on the orthogonal p1 plasmid are replicated by the orthogonal ep DNAP. The genome is fully spared from mutation by the orthogonal ep DNAP. Source: Ravikumar et al. [74]; Ravikumar et al. [75].](image-url)
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TP-DNAP1, and TP-DNAP2, respectively, and rely on additional p2-encoded replication and transcription factors to propagate. For p1 and p2 replication, TP-DNAP1 and TP-DNAP2 recognize terminal proteins, TP1 and TP2, which are covalently linked to the 5′ termini of p1 and p2. These terminal proteins act as origins of replication and serve as primers for initiation (in contrast to canonical RNA primers). This unique mechanism of protein-priming combined with the compartmental isolation of cytoplasmic p1 and p2 replication from nuclear DNA make these elements orthogonal to genomic replication. In fact, we demonstrated that TP-DNAP1/p1 and TP-DNAP2/p2 are mutually orthogonal DNAP/plasmid pairs, showing that TP-DNAPs are highly specific for their cognate TP-bound plasmid [78]. For OrthoRep, we repurposed the TP-DNAP1-p1 pair, while leaving the TP-DNAP2-p2 pair intact.

Since the native p1 mutation rate of \( \sim 1 \times 10^{-9} \) s.p.b. was far too low for continuous evolution experiments, a large protein engineering effort was undertaken to reduce the fidelity of TP-DNAP1. First, the TP-DNAP1 gene was deleted from p1 and TP-DNAP1 was expressed in trans from a nuclear expression vector. This enabled facile characterization of TP-DNAP1 variants and prevents ep TP-DNAP1s from mutating their own gene. Then, after mixed successes in predicting TP-DNAP1 mutators from related DNAPs, we cloned a scanning mutagenesis library of TP-DNAP1 covering all single amino acid variants, and from this, screened \( \sim 14000 \) clones (\( \sim \)onefold theoretical coverage) for elevated mutation rates. This effort yielded a set of moderate mutators, which were then used to clone and screen combinatorial libraries, eventually leading to the discovery of a variant (TP-DNAP1-4-2) that mutates p1 at \( \sim 1 \times 10^{-5} \) s.p.b. At this rate, OrthoRep mutants GOIs 100 000-fold faster than the \( S. \text{ cerevisiae} \) genome.

The high p1 mutation rate driven by TP-DNAP1-4-2 showed no sign of erosion over extensive serial culturing (at least 90 generations and in unpublished experiments, at least 300 generations) and we found that the genomic rate (\( \sim 10^{-10} \) s.p.b.) remained unchanged in the presence of TP-DNAP1-4-2, demonstrating continuous mutagenesis with complete orthogonality. Notably, p1 replication with TP-DNAP1-4-2 was experimentally determined to exceed the error-induced extinction threshold of the host genome (at most, \( 4.7 \times 10^{-6} \) s.p.b.). Even moderate genomic rates of \( 1.6 \times 10^{-7} - 5.2 \times 10^{-7} \) s.p.b. were observed to be unstable over short durations, confirming that targeted mutagenesis with OrthoRep bypasses genomic error thresholds in a sustainable manner.

The utility of OrthoRep as a scalable directed evolution platform was demonstrated in an experiment that repeated the evolution of \( \text{Plasmodium falciparum} \) DHFR (PfDHFR) resistance to the antimalarial drug pyrimethamine, in 90 independent lines. By encoding PfDHFR on p1 in a \( S. \text{ cerevisiae} \) strain lacking the endogenous dihydrofolate reductase (DHFR) gene (DFR1), we were able to evolve PfDHFR for strong resistance to pyrimethamine inhibition. This was done simply by serially passaging small volume (0.5 ml) cultures a few times under drug selection, allowing for the experiment to be done at the scale of 90 replicates. Adapted populations primarily converged on a previously undiscovered, but highly fit, region of the PfDHFR resistance landscape. Moreover, by repeating evolution many times, we were able to
capture rare stochastic events that steered populations away from the common path towards alternative high- and moderate-fitness outcomes. In fact, some of the events occurred in just 1/90 replicates, providing insight into the (ir)reproducibility of molecular adaptation that would not have been captured with smaller experiments. We also showed that evolution is highly dependent on the starting genotype by repeating evolution with a variant of PfDHFR containing a synonymous codon change, and finding a drastically different set of evolutionary outcomes.

Moving forward, we believe that the properties of OrthoRep are uniquely positioned to address the long-term technological challenges associated with ICE (Table 1.1). Although many approaches are capable of elevating mutagenesis of GOIs over genomic genes, the level of targeting in OrthoRep (at least $\sim$100 000-fold) is currently unmatched. Furthermore, continuous mutagenesis in OrthoRep should be extraordinarily durable. Because replication of GOIs occurs exclusively through the action of the ep DNAP, inheritance of GOIs is intrinsically coupled to mutagenesis. Put in more specific terms, cells may acquire a disabling mutation in p1’s origin of replication that ceases its mutagenesis, but these mutant p1s will no longer get replicated, and are immediately removed from the population. In addition, p1’s origins of replication are mostly proteinaceous (the TPs) and cannot be mutated by the orthogonal DNAP, so the chance of a disabling mutation at the origin is low to begin with. In short, continuity of mutagenesis is enforced in the orthogonal DNA replication architecture. This durability will become increasingly important as the field makes headway towards more and more difficult protein functions that require many mutations to access. Such problems include the de novo evolution of enzymes, evolution of protein–protein interactions, and evolution of high-affinity therapeutic antibodies against difficult targets, all of which are at the forefront of the protein engineering field.

1.5 Conclusion

While directed evolution has been an extraordinarily powerful approach to protein engineering, the predominant approach of subjecting a GOI to rounds of in vitro PCR-based mutagenesis, transformation into host cells, and selection limits both the scale and depth of protein functions that can be evolved. By achieving in vivo continuous mutation at high rates targeted to only GOIs, the emerging field of ICE promises a fundamental transformation in the power and accessibility of directed evolution. We look forward to the continued application and improvement of the systems described in this chapter to ambitions protein engineering problems for years to come.
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