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Equilibria and thermochemistry

1.1 Introduction

This chapter introduces the quantitative treatment
of the energetics of molecules and equilibria and
describes how to interpret these quantities. It
presents tables of thermochemical data, including
standard heats of formation and standard entropies
(Tables 1.A.1–1.A.4), Pauling electronegativities
(Table 1.A.5), bond lengths (Table 1.A.6), bond disso-
ciation energies (BDEs) or standard homolytic bond
dissociation enthalpies (Tables 1.A.7–1.A.11, 1.A.13,
1.A.14), gas-phase heterolytic bond dissociation
enthalpies (Tables 1.A.13–1.A.16), gas-phase proton
affinities (Tables 1.A.13, 1.A.15, 1.A.18), gas-phase
hydride affinities (Tables 1.A.14 and 1.A.16), ion-
ization enthalpies (Tables 1.A.13, 1.A.20, 1.A.21),
electron affinities (Tables 1.A.13, 1.A.20, 1.A.22),
gas-phase acidities (Table 1.A.17), and substituent
effects on the relative stabilities of reactive intermedi-
ates in the gas phase such as radicals (Tables 1.A.9 and
1.A.12), carbenium ions (Table 1.A.14) and anions
(Tables 1.A.19), and solution acidities (Tables 1.A.23
and 1.A.24) for selected species.

Thermochemistry is “the study of heat produced
or required by a chemical reaction” [1]. Thermo-
chemistry is closely associated with calorimetry, an
experimental technique that can be used to measure
the thermodynamics of chemical reactions. First
developed by Black, Lavoisier, and Laplace in the
eighteenth century, and further by Berthelot and
Thomsen in the nineteenth century [2], the golden
years of calorimetry began in the 1930s; Rossini [3]
at the National Bureau of Standards determined
the thermodynamic quantities for a number of
organic compounds. The thermochemical studies of
organometallic compounds were pioneered by Skin-
ner and coworkers [4, 5]. Calorimetry has been the
main source of thermodynamic quantities, such as the
standard enthalpies of selected reactions (ΔrH∘), and,
for pure compounds, standard enthalpies of combus-
tion (ΔcH∘), standard enthalpies of hydrogenation

(ΔhH∘), standard enthalpies of vaporization (ΔvapH∘),
standard enthalpies of sublimation (ΔsubH∘), standard
enthalpies of solubilization (ΔsolH∘), standard enthal-
pies of formation (ΔfH∘), standard entropies (S∘), and
heat capacities (Cp

∘) [6, 7].

1.2 Equilibrium-free enthalpy:
reaction-free energy or Gibbs energy

The Le Châtelier principle states “On modifying pres-
sure or temperature of a stable equilibrium, the latter
is modified until cancelation of the effects imposed
by the external changes; concentrations of reactants
and products are modified such as to oppose the
effects of the external changes.” In other words, an
equilibrium (reaction (1.1)) between A, B, etc., and P,
Q, etc., as reactants and products, respectively, can be
written as:

αA + βB + ⋯ πP + θQ + ⋯

K (1.1)

Interestingly, a few months before Le Châtelier,
Van’t Hoff had announced the same principle [8–10].
At equilibrium, the free energies GT of the reactants
and products are equal. At constant temperature (T)
and pressure (p), and for reactants and products in
their standard states (that is, 1 M in solution or 1 atm
in the gas phase), the second law of thermodynam-
ics gives Eq. (1.2), from which the change in Gibbs
energy, ΔrGT , between the moment reactants A, B,
… are mixed and the moment equilibrium (1.1) is
reached can be determined. ΔrGT is called the Gibbs
energy of reaction (free enthalpy or just free energy of
reaction).

ΔrGT = −RT ln K (1.2)

where R is the gas constant (1.987 cal K−1 mol−1 =
1.987 eu (entropy units)≅ 8.314 472 J K−1 mol−1), and
T is the temperature in K (Kelvin) and

K =
a𝜋

Pa𝜃
Q …

a𝛼
Aa𝛽

B …
(1.3)
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(a) (b) Figure 1.1 Free enthalpy diagrams:
variation of Gibbs energy for (a) an
exergonic reaction (K > 1) and (b) for an
endergonic reaction (K < 1) (reactants:
A, B, …; products: P, Q, …).

Here, aP, aQ, … and aA, aB, … are the activities (or
relative activities) of products P, Q,… and reactants
A, B,..., respectively, at equilibrium, and 𝛼, 𝛽,… 𝜋, 𝜃
are the stoichiometric factors of equilibrium (1.1) in
solution.

Concentrations are generally used in place of activ-
ities; this is equivalent to assuming that the activity
coefficients, 𝛾 , (e.g. aA= 𝛾A[A], aB= 𝛾B[B], aP= 𝛾P[P],
and aQ= 𝛾Q[Q]) are equal to unity.

If ΔrGT < 0, the reaction is exergonic: K > 1 (e.g.
Figure 1.1a)

If ΔrGT > 0, the reaction is endergonic: K< 1 (e.g.
Figure 1.1b).
The terms exergonic and endergonic are related to

the more familiar ones exothermic and endothermic
that refer to enthalpies (see below).

For a reaction in the gas phase,

K =
p𝜋

Pp𝜃
Q …

p𝛼
Ap𝛽

B …
(1.4)

where pP, pQ, pA, and pB are the partial pressures of P,
Q, … and A, B, … respectively.

If equilibrium (1.1) is considered to be an ideal
solution, then

K = [P]𝜋[Q]𝜃 …
[A]𝛼[B]𝛽 …

(1.5)

where [P], [Q], … are the concentrations of the prod-
ucts and [A], [B], … are the concentrations of the
reactants. A large number of organic reactions can be
treated as ideal solutions, as long as dilute solutions
are used under conditions of temperature and pres-
sure that do not differ too greatly from: 298.15 K and
1 atm.

The Gibbs free energy of reaction is directly related
to the relative amounts of two or more than two
species at equilibrium: at temperature, T . This ratio
can be determined from Eq. (1.2),

ln K = −ΔrGT∕RT , or
K = exp(−ΔrGT∕RT) (1.6)

As proposed first by Guldberg and Waage in
1879 [11], the equilibrium constant, K , is a ratio of

rate constants (Chapter 3) kforward (k1) and kreverse
(k−1), where kforward is for the forward reaction (pure
reactants equilibrating with products) and kreverse
is for the reverse reaction (pure products equili-
brating with reactants), at the same temperature T :
K = kforward/kreverse.

We shall show later that a free energy difference can
be used to compare not only the forward and reverse
reaction rate constants but also any two reaction rate
constants k1 and k2:

ΔΔrGT = −RT ln(k1∕k2) (1.7)

As equilibria are usually discussed as existing at
room temperature (25 ∘C, 298.15 K), it is useful to
plot in R, T and to convert ln K to log K to obtain the
following relationship (1.8):

ΔrG
∘ = −RT ln K = (−1.987 eu)

× 298.15 ⋅ 2.303 ⋅ log K = −1.36 ⋅ log K , or ∶

ΔrG
∘ = −1.36 log K (1.8)

In Eq. (1.8),ΔrG∘ is in kcal/mol (IUPAC: kcal mol−1),
and the measurement is at room temperature (∘ for
298.15 K). This is a very useful relationship! Rounding
off a bit, this expression shows that a 1.4 kcal mol−1

(5.9 kJ mol−1) free energy difference results in a fac-
tor of 10 in equilibrium constant at 25 ∘C. Another
way to say this is that K= 10 corresponds to a
1.4 kcal mol−1 difference in free energy, whereas
ΔrG∘ = −2.8 kcal mol−1 corresponds to K = 100 at
25 ∘C, and so forth.

1.3 Heat of reaction and variation
of the entropy of reaction (reaction
entropy)

Free energy provides a way to quantify experimental
equilibria. Gibbs free energy at temperature Tx is writ-
ten as ΔrGT (or ΔrG(Tx)). It can be separated into two
other thermodynamic quantities: ΔrHT (or 𝚫rH(Tx)),
the change in enthalpy or heat of reaction at tempera-
ture Tx, and ΔrST (or 𝚫rS(Tx)), the change in entropy
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or reaction entropy. The heat of reaction is related to
the internal energy U (H = U +RT) or heat content
of a system. The reaction entropy is the variation of
entropy between the beginning (when reactants A,
B,… are mixed) and the end of the reaction (when
equilibrium (1.1) is reached) at temperature Tx. It
gives a quantitative measure of “disorder.” The ther-
modynamic definitions of these quantities are given
in the following section. Under constant pressure
p, the Gibbs–Helmholtz equation (1.9) provides
for equilibrium the relationship between ΔrGT and
temperature T ,

d(ΔrGT∕T)∕dT = d(ΔrHT∕T − ΔrST )∕
dT = −ΔrHT∕T2 (1.9)

The heat of reaction, ΔrHT , is the heat produced
(exothermic) or absorbed (endothermic) between
the beginning of the reaction (time t0, the moment of
mixing the reactants) and the end of the reaction (time
t∞, when the equilibrium reactants ⇄ products is
reached, see Figure 1.2). The reaction entropy, ΔrST ,
expresses the change of order, or disorder, between
products and reactants. This thermodynamic quantity
will be discussed further in Section 1.4.

The Van’t Hoff equation provides the relationship
between the equilibrium constant, K , or rate constant
ratio, K = kforward/kreverse, and the heat of reaction:

ln K = −ΔrHT∕RT + constant (1.10)

The slope of the plot of ln K vs. 1/T provides the
value of −ΔrHT /R. By measuring the equilibrium
constant of a given equilibrium at two different tem-
peratures, the average heat of reaction ΔrH can be
determined roughly using Eq. (1.11):

log
(K)2

(K)1
= −

ΔrH
2.303 R

(
l

T2
− l

T1

)
(1.11)

This method is one of the most widely used meth-
ods to determine thermochemical parameters of

reactions evolving to equilibria. It is not absolutely
rigorous because it assumes a constant heat of reac-
tion for the whole temperature range of investigation.
However, in reality, the heat content of a substance
changes with temperature, and this variation of heat
content with temperature is given by Kirchhoff law
(1.12):

H(T2) − H(T1) = ∫
T2

T1

Cp dT (1.12)

where Cp =
(

δH
δT

)
p

is the molar heat capacity at a con-
stant pressure.

The second law of thermodynamics states that the
difference in free energy, ΔrGT , between the initial
state of a reaction and the final state at equilibrium
depends on these two states only; it does not depend
on the path followed to reach the equilibrium.
Consequently,

ΔrH(T2) − ΔrH(T1) = ∫
T2

T1

ΔrCp dT (1.13)

where ΔrCp = ΣCp(products)−ΣCp(reactants)
Equation (1.13) is a way to calculateΔrH(T2) at tem-

perature T2, as long as ΔrH(T1) is known at tempera-
ture T1, and Cp is known for all reactants and products
(ΔrCp). Often, it is assumed that ΔrCp has a constant
value, leading to the simple approximation (1.14):

ΔrH(T2) − ΔrH(T1) = ΔrCp (T2 − T1) (1.14)

The standard Gibbs free energies for equilibrium
(1.1) at T1 and T2 are given by Eqs. (1.15) and (1.16),
respectively.

ΔrG(T1) = ΔrH(T1) − T1ΔrS(T1) (1.15)

ΔrG(T2) = ΔrH(T2) − T2ΔrS(T2) (1.16)

For small temperature differences T1 −T2, the
entropies of reaction ΔrS(T1) and ΔrS(T2) can be

Figure 1.2 Reaction kinetics
showing the disappearance of one
reactant A (rate law d[A]/dt) and the
appearance of one product P (rate
law d[P]/dt) from the beginning of
the reaction (time: t0) to the end of
the reaction (time: t∞). The red
curve is the heat flow (heat
produced by time unit: dQ/dt) for an
exothermic reaction (ΔrHT < 0).
[A]∞, [M]∞ are the concentrations of
reactant A and product P,
respectively, at equilibrium. The
integral ∫ ∞

0 Q dt = ΔrHT = heat of
reaction at constant temperature T .

K

[A]∞

αA + βB + ⋯ πP + θQ + ⋯

Time

[A]0: concentration of reactant A at the start of the reaction 

t∞t0

[A] = function of time t

[P] = function of time t
dQ/dt

[P]∞
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assumed to be identical. Consequently, a measure-
ment of K1 at T1 and K2 at T2 allows one to estimate
the average heat of the reaction ΔrH .

The standard entropies of reaction (in cal K−1 mol−1

= eu = entropy units) at 298.15 K and under 1 atm
(pure compounds that can be considered as ideal
gases) can be calculated from Eq. (1.17), applying the
third law of thermodynamics:

ΔrSo = ΣSo(products) − ΣSo(reactants) (1.17)

The standard entropy values S∘ are tabulated for
a large number of gaseous compounds in the NIST
Webbook of Chemistry (http://webbook.nist.gov)
(Table 1.A.2). Alternatively, if the products and
reactants are ideal gases (ideal gas law: pV = NRT ;
p = pressure, V = volume, N = number of moles,
R = ideal gas constant, and T = temperature in
K), the entropies can be calculated from statistical
thermodynamics.

1.4 Statistical thermodynamics

Statistical thermodynamics establishes a relation-
ship between the microscopic world of quantum
mechanics and the macroscopic world that we readily
observe [12, 13]. Thermodynamics has its origin in
steam engines, and much of the language used to
describe these engines persists to this day and is
used to describe chemical processes and chemical
themselves. We are able to derive thermodynamic
properties of any compound from the structures of
molecules. The thermodynamic parameters (inter-
nal energy U , enthalpy H (H = U+ pV ), entropy
S, and free energy G) of an ensemble of molecules
can be determined from spectroscopic data or
quantum mechanical treatments of the molecules.
The total energy of one molecule is the sum of the
nuclear (Enucl), electronic (Eelec), vibrational (Evib),
rotational (Erot), and translational energies (Etrans).
All these energies are quantized and only discrete
values of energies are available. Only a limited num-
ber of discrete energy levels are accessible for the
molecules (Figure 1.3). If N i is defined as the number
of molecules occupying the microstate i of energy
Ei, and No is the number of molecules occupying
the microstate o of energy E0 = 0, the Boltzmann
relationship (1.18) gives the proportion of molecules
in microstate i and microstate o at temperature T
(in K) [14, 15]:

Ni∕No = e−Ei∕kbT (1.18)

The Boltzmann constant kb = 3.30× 10−24 cal K−1,
or 1.38× 10−23 J K−1, is the gas constant for one

Potential energy, E

A• + B•

Distance A⋅⋅⋅B

v0

v1

v2

v3

v4

v5

v6
v7

v8
v9

v10

Eo(AB) ZPE

A—B bond
dissociation
energy: BDE
(Section 1.8)

E(A•) + E(B•)

Figure 1.3 Representation of the Morse potential for a
diatomic molecule A—B in its electronic ground state. The red
full horizontal lines represent the vibrational energy levels (as
given by infrared spectroscopy, or calculated by quantum
mechanics; the energy difference between the vibrational
levels ΔE = h𝜈 decreases on increasing E (nonharmonic
oscillator). The black horizontal lines represent the rotational
levels (as given by microwave spectroscopy or by quantum
mechanical calculations, the energy difference between the
rotational levels increases on increasing energy E). The
translational levels are not shown; they are separated by very
small energy differences. Eo(AB) = energy of molecule A–B at
0 K; ZPE = zero-point energy (or quantum vacuum zero-point
energy) = h𝜈/2 with 𝜈 = the vibrational frequency of oscillator
A—B and h = Planck’s constant; E(A•) and E(B•) energies of
atoms A• and B•. Similar Morse potentials can be represented
for doubly bonded diatomic molecules A=B and triply bonded
diatomic molecules A≡B.

molecule, i.e. kb = R/L, where L = the Avogadro
constant (also named Avogadro’s number and also
noted as NA), the number of molecules in 1 mol =
6.02× 1023 mol−1. If there are several energy levels of
the same energy, the proportion N i/No becomes:

Ni∕No = (gi∕go)e−Ei∕kbT (1.19)

where g i and go are the statistical factors enumerat-
ing the number of identical microstates available, for
energy levels Ei and Eo, respectively. If N is the total
number of molecules of the system under investiga-
tion, then:

N = ΣNi =
No

go
Σgie−Ei∕kbT (1.20)

The factor No/go has been taken out of the summa-
tion sign as it is a constant. The quantity defined by
the sum is the canonical partition function or partition
function of the molecule:

Z = Σgie−Ei∕kbT (1.21)

Z is the number of molecules in all microstates i: this
function shows how the molecules “partition” among
the various available microstates of energy Ei. One
assumes that the energies of the molecules are inde-
pendent of each other, which is the case for an ideal
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gas. From the partition function Z, the thermody-
namic parameters U , H , S, and G of the macroscopic
system can be calculated. For most chemical systems,
U∘, the lowest internal energy, is the sum of elec-
tronic (Eel) and nuclear energies (Enucl) at T = 0 K
for all the molecules of the system. Generally, there
are very large differences between the energies of
different nuclear and electronic quantum states, so
that the accessible energy levels Ei of microstates i
for a molecule correspond to quantized translation
(Etrans), rotation (Erot), and vibration (Evib) energies,
all for a single electronic state of energy.

To determine the internal energy change ΔUT =
ΣN iEi from 0 K to some finite temperature, T , the
partition function can be used to obtain Eq. (1.22).

ΔUT =
(No

go

)
ΣgiEie−Ei∕kbT (1.22)

Differentiation of the partition function (Eq. (1.21))
with respect to temperature, at a constant volume, fol-
lowed by rearrangement of the resulting expression
yields Eq. (1.23) for one mole of ideal gas:

ΔUT = RT2
(
δ ln Z
δT

)
V

(1.23)

The derivative of this Eq. (1.23) with respect to T ,
at a constant volume V , is the heat capacity of an ideal
gas:

Cv =
(δU
δT

)
V
= δ

δT

[
RT2

(
δ ln Z
δT

)]
V

(1.24)

The entropy varies with temperature according to
Eq. (1.25):

ST − S∘ = ΔS = ∫
T

0

Cv

T
dT (1.25)

Therefore:

ST − S∘ = RT
(
δ ln Z
δT

)
V
+ R ln Z − R ln Zo (1.26)

At T = 0 K, all N molecules occupy microstates of
energy level Eo. The partition function Zo = go. For an
ideal gas, S∘ = kb⋅ln[(go)N /N !] = R⋅ln(go)− kb⋅ln(N!)
(applying Boltzmann–Planck equation: ST = kb⋅ln Ω,
with Ω the number of microstates available; for N dis-
tinguishable molecules, Ω would be (go)N , but as the
molecules in a gas are not distinguishable, this proba-
bility must be divided by N!. At a higher temperature,
the entropy ST of one mole of an ideal gas is

ST = RT
(
δ ln Z
δT

)
V
+ R ln Z − kb ln N! (1.27)

(Note the entropy S∘ of a perfectly ordered crystal at
0 K is 0 eu, which is defined below.)

The internal energy ΔUT can be calculated from
relationship (1.23), the CV from Eq. (1.24), and the
entropy ST from Eq. (1.27). Quantum mechanical cal-
culations give estimates of the partition functions of
isolated molecules in the gas phase; the accuracy can
be very high when state-of-the-art quantum mechan-
ical methods are used. The relationships between
computed properties of an ideal gas molecule and the
partition function are described below.

1.4.1 Contributions from translation energy
levels

For translational energy levels, the partition function
is given by:

Ztrans =
(2𝜋mkbT)3∕2

Lh3 V (1.28)

where m=mass of the molecule and h = Planck’s
constant (=6.626 068 96× 10−34 J s). Combining Eqs.
(1.23) and (1.24) gives:

ΔUT
trans = 1.5RT and Cv = 1.5R

The translational entropy at temperature T (S = ST

here below) becomes (using the Sterling approxima-
tion for large numbers: ln N ! = N ⋅ln N −N):

Strans = R•

{
(2𝜋mkbT)3∕2

Lh3 V + 5∕2

}
(1.29)

where L is the Avogadro constant.
Using the mass of one molecule m = Mr(molecular

mass)/L, volume V = RT/p (ideal gas), and the values
given for the constants h, R, L at pressure p = 1 atm,
and using molecular mass in g units:

Strans = 2.98 ⋅ ln Mr(g) + 4.97 ⋅ ln T − 2.31 eu (1.30)

or, converting to base 10 logs:

Strans = 6.86 ⋅ log Mr(g) + 11.44 ⋅ log T − 2.31 eu (1.31)

Strans is the entropy of a gas made of monoatomics
(e.g. He, Ne, and Ar). Monoatomics have neither rota-
tional energy levels nor vibrational levels, so that the
calculation of entropy requires only the mass and tem-
perature.

1.4.2 Contributions from rotational energy
levels

A diatomic molecule can be assumed to be a rigid
molecule that does not change its interatomic dis-
tance (bond length) with its frequency of rotation.
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The partition function for the rotational energy levels
in this rigid rotor is given by:

Zrot =
8𝜋2IkbT
𝜎h2 (1.32)

where I = the inertia moment of the molecule. The
moment of inertia I = miri

2, where mi = mass of the
atom i at distance ri from the rotation axis. The symbol
𝜎 = symmetry number of the molecule, that is 𝜎 = 1,
for diatomic molecules made of two different atoms or
isotopes, or 𝜎 = 2 for symmetrical molecules made of
two identical atoms or isotopes.

Combining Eqs. (1.27) and (1.32), the rotational
entropy at temperature T for a rigid diatomic
molecule becomes:

Srot = 1.987 ⋅ (ln I + ln T − ln 𝜎 + 89.4) eu (1.33)

or, in log10 units,

Srot = 4.576 ⋅ (log I + log T − log 𝜎 + 32.82) eu

Values of I can be determined by rotational spec-
troscopy or by quantum mechanical calculations.

For a nonlinear polyatomic molecule, the partition
function for its rotational energy levels is more com-
plicated, as there are three moments of inertia.

Zrot =
(8𝜋2kbT)3∕2

𝜎h3 (𝜋ABC)1∕2 (1.34)

The rotational entropy at temperature T becomes:

Srot = 1.987 ⋅ (0.5 ⋅ ln ABC + 1.5 ⋅ ln T
− ln 𝜎 + 134.68) eu (1.35)

or, converting in log10 units,

Srot = 2.288 ⋅ log ABC + 6.864 ⋅ log T
−4.576 ⋅ log 𝜎 + 267.74 eu

A, B, and C are the three moments of inertia of the
molecule in cgs units, and 𝜎 is the symmetry number.
𝜎 is the number of times the molecule is superposed
upon itself rotating about each rotation axis of sym-
metry (e.g. 𝜎 = 3× 2 = 6 for cyclohexane in a chair
conformation, 𝜎 = 3 for CHCl3, 𝜎 = 2 for CH2Cl2,
𝜎 = 6× 2× 2 = 24 for benzene, and 𝜎 = 2 for toluene).
According to Eq. (1.35), the entropy is reduced as the
symmetry of the molecule increases. If two chemical
systems with the same heat of reaction can evolve
toward two different types of products, the lower
symmetry products will be preferred, as ΔrS (higher
symmetry)<ΔrS (lower symmetry). Nature dis-
likes symmetry, at least where entropy is concerned.

1.4.3 Contributions from vibrational energy
levels

For a real diatomic molecule, vibrations are also
present and make a contribution to entropy. For an
idealized diatomic system vibrating as a perfectly
elastic harmonic oscillator, the partition function for
the vibrational energy levels is:

Zvib = (1 − e−x)−1, with x = hc𝜔∕kbT = h𝜈∕kbT
(1.36)

where x = hc𝜔/kbT = 1.439⋅𝜔/T , with c = light
velocity in a vacuum and 𝜔 (in cm−1 units) is the
vibrational frequency of the molecule determined by
infrared (IR) absorption spectroscopy or by quantum
mechanics calculations. Alternatively, the equation
is written in terms of the frequency, 𝜈, of vibration
in units of s−1. Combining Eqs. (1.27) and (1.36),
the vibrational entropy of a harmonic diatomic
molecule is:

Svib = 1.987 ⋅x∕(ex − 1) − 4.576 ⋅ log(1 − e−x) eu (1.37)

For small and rigid molecules of molecular
mass< 500, the relative importance of the parti-
tion functions is Ztrans >Zrot >Zvib because the energy
differences between the translational levels are much
smaller than those between rotational levels and
because the energy differences between rotational
levels are smaller than those between vibrational
levels. At any given temperature T , more excited
translational and rotational states are occupied than
higher energy vibrational states. For small and rigid
molecules of molecular mass< 500, Hooke’s law is the
spring equation F = −kx. It relates the force F exerted
by a spring to the distance x it is stretched by a spring
constant k. The negative sign indicates that F is a
“restoring force” as it tends to restore the system to
equilibrium. The potential energy (PE) stored in the
spring is given by PE = 0.5kx2. If a mass m is attached
to the end of the spring, the system might be seen as
a harmonic oscillator that vibrates with an angular
frequency 𝜔 =

√
k/
√

m, or with a natural frequency
𝜈 = 𝜔/2𝜋. The solution to the Schrödinger equation
for such system gives the eigenvalues Ei = (i+ 1/2)⋅h𝜈,
where h𝜈 is the energy difference between two vibra-
tional levels, and 𝜈 is the frequency of the vibration.
The larger the spring constant k, the “stiffer the
spring,” the larger the vibrational frequency and the
greater the energy difference between two vibrational
levels. Molecules that can be deformed easily have
small force constants for vibrational deformation.
When the spring constant k is small, the energy
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difference between the corresponding vibrational is
relatively small, and this mode of deformation can
contribute significantly to the partition function Zvib,
and to the entropy of the molecule.

The entropy of an ideal gas can be measured “macro-
scopically” from the relationship:

ΔS = S2 − S1 = Cv ∫
T2

T1

dT
T

+ R∫
V2

V1

dV
V

= Cv ln
T2

T1
+ R ln

V2

V1

ΔS = ∫
T2

T1

Cp
dT
T

= ∫
T2

T1

Cp d(ln T) (1.38)

1.4.4 Entropy of reaction depends above all
on the change of the number of molecules
between products and reactants

For reactions occurring in the gas phase or in ideal
solutions and for rigid reactants equilibrating with
rigid products (Zrot and Zvib contributions to the
entropy are roughly identical for products and reac-
tants), ΔrST ≅ 0 when the number of molecules
does not change between products and reactants.
When this number decreases as in addition reactions,
ΔrST ≪ 0. In the case of fragmentations, 𝚫rST ≫ 0
(Section 2.6). For instance, the isomerization of
(Z)-but-2-ene into (E)-but-2-ene, a reaction that
does not change the number of molecules between
the product and the reactant, and using experimental
standard entropies for these compounds (Table 1.A.2),
one finds ΔrS∘ = −1.2± 2 eu at 298 K. As the reactant
and the product maintain the same type of 𝜎(C—H),
𝜎(C—C), and 𝜋(C=C) bonds and the same number of
symmetry (𝜎 = 2, C2 axis of symmetry, see Eq. (1.34)),
the partition functions Zrot and Zvib are expected to be
nearly the same for both the reactant and the product.

H3C CH3

H H

H CH3

H3C H

ΔrS° = –1.2 ± 2 eu

S°(Table 1.2):
72.1 ± 1 eu

70.9 ± 1 eu  

In the case of Diels–Alder reaction that condenses
a diene with an alkene (dienophile) into a cyclohex-
ene derivative (Section 5.3.8), a negative entropy of
reaction is expected. In the case of prototype reac-
tion, involving conversion butadiene with ethylene
into cyclohexene, experimental standard entropies

(Table 1.A.2) permit to calculate ΔrS∘ = −44.8± 3 eu
for this reaction. If one considers only the contribu-
tions from the translation degrees of freedom (Ztrans),
Eq. (1.31) gives ΔrS∘trans = −34.67 eu. This confirms
that Zrot and Zvib contributions to the entropy (c.
−10 eu) of this condensation are less important than
the Ztrans contribution (c. −35 eu).

ΔrS° = –44.8 ± 3 eu+

S°(Table 1.2): 66.6 ± 1 eu 52.5 ± 1 eu 74.3 ± 1 eu

1.4.5 Additions are favored thermodynamically
on cooling, fragmentations on heating

As condensations have negative ΔrST values, the
−TΔrST term in Eq. (1.15) (ΔrGT = ΔrHT −TΔrST )
is positive. For exergonic reactions (ΔrGT < 0, K > 1),
their ΔrHT must be smaller than TΔrST . Exothermic-
ity is “the glue” that permits the reactants to remain
attached in the product, as long as the temperature
in not too high. On lowering the reaction temper-
ature, additions have higher equilibrium constants,
K , because the −TΔrST term becomes less positive.
Fragmentations feature a positive ΔrST , yielding a
negative −TΔrST term favored thermodynamically
on heating, and for reactions in the gas phase, on
lowering the pressure (Le Châtelier’s principle, for
examples of reactions of preparative interest, see
Section 2.11).

Most addition reactions are exothermic (ΔrHT < 0);
thus, care must be taken when running them in the
laboratory or in a factory. Reactants should never be
mixed at once because of the risk of explosion. The
danger is real if the heat generated by the reaction
cannot be extracted efficiently. Safe practice is to add
slowly one of the reactants into the stirred mixture
of the other reactants+ catalyst (if any). The addition
must be stopped if the temperature increases. A
simple way to avoid overheating is to carry out the
reaction in a boiling solvent under reflux, adapting
the addition rate of the reactant with the rate of
boiling. Unsaturated compounds such as alkenes,
alkynes, dienes, etc., can undergo polymerizations
under storage. Reactions involving transformation
of a 𝜋(C=C) bond into a 𝜎(C—C) bond are typically
exothermic by −20 to −24 kcal mol−1 (see reaction
(1.48)). Polymerization of unsaturated compounds
is induced by initiators such as oxy and peroxy rad-
icals resulting from exposure to air (Section 6.9.1).
In order to avoid “accidental” polymerization (that
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Scheme 1.1 Possible mechanisms for the
polymerization of alkenes.

can lead to sudden explosion), one “stabilizes” the
unsaturated compounds by radical scavenging agents
or one keeps them below room temperature under
inert atmosphere (vacuum, Ar, and N2). Polymer-
ization (Scheme 1.1) can also be induced by protic
or Lewis acids, by bases, or by metallic complexes
(Section 7.7) or by thermal self-initiation via the
formation of 1,4-diradical ↔ zwitterion intermediates
(Section 5.5). Storage and shipping of unsaturated
compounds such as acetylene (HC≡CH), propyne
(CH3C≡CH), butadiene (CH2=CH—CH=CH2),
styrene (PhCH=CH2), acrolein (CH2=CH—CHO),
acrylonitrile (CH2=CH—CN), acrylic esters (CH2=
CH—COOR), methacrylates (CH2=CMe—COOR),
methyl vinyl ketone (CH2=CH—COMe), etc., all
important industrial chemicals, are risky operations.
In this textbook, we teach how one can evaluate the
heat of any organic reactions and predict their rates
under given conditions.

Problem 1.1 A hydrocarbon, RH, can be reversibly
isomerized into two isomeric compounds P1 and P2
with the same heat of reaction. Both have C1 symme-
try. P1 is a rigid compound and P2 is a flexible one
adopting several conformations of similar enthalpies.
Which product will be preferred at equilibrium?

Problem 1.2 Define the symmetry numbers, 𝜎,
of methane, ethane, propane, cyclopropane, cyclobu-
tane, cyclohexanone, ferrocene, bicyclo[2.2.1]hepta-
2,5-diene (norbornadiene), 1,4-difluorobenzene,
meso-tartaric acid, and (R,R)-tartaric acid (see
Figure 1.24 for structure of the two latter compounds).

Problem 1.3 What is the Gibbs energy of the racem-
ization of an enantiomerically pure α-amino acid at
25 ∘C?

1.5 Standard heats of formation

The standard heat of formation, ΔfH∘, of a pure
compound is the change in enthalpy for the con-
version of the elements into the chosen compound
in the standard state, i.e. 1 mol, at 298.15 K, under
1 atm. By convention, the standard heats of for-
mation of the pure elements are set equal to zero.
Thus, ΔfH∘(graphite, solid) = 0, ΔfH∘(Cl2, gas) = 0,
ΔfH∘(H2, gas) = 0, ΔfH∘(O2, gas) = 0, etc.

The standard heat of formation of H2O corresponds
to the heat of combustion of H2:

H2(gas) + 1/2O2(gas) → H2O(liquid) (1.39)

For this reaction, the standard heat of reaction can
be computed from the standard heats of formation:

ΔrH
∘(1.39) = Δf H

∘(H2O, liquid)
−Δf H

∘(H2) − 1/2Δf H
∘(O2)

= −68.3 kcal mol−1

Similarly, ΔfH∘(CO2) corresponds to the heat of
combustion of graphite, ΔcH∘(C):

C(graphite) + O2(gas) → CO2(gas) (1.40)

ΔrH
∘(1.40) = Δf H

∘(CO2) − Δf H
∘(graphite)

−Δf H
∘(O2)

= Δf H
∘(CO2) = ΔcH∘(C)

= −94.05 kcal mol−1

At 298.15 K and under 1 atm, water and carbon
dioxide are more stable than the elements from
which they are composed. By contrast, HI in the
gas phase has a positive heat of formation, ΔfH∘(HI,
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gas)) = 6.2 kcal mol−1, so this compound is unstable
thermodynamically (ΔrG∘(1.41)≅ΔrH∘(1.41)> 0 as
ΔrS∘ ∼ 0, two molecules in the reactants and two
molecules in the products). This compound does
not decompose instantaneously, as the activation
barrier (Δ‡G, see Section 3.3) for its decomposition
is relatively high. HI is a metastable compound in the
gas phase, whereas in water, HI ionizes to give stable
ion pair H3O+/I− that is strongly solvated.

H2(gas) + I2(solid) ⇄ 2HI(gas) (1.41)

2 ⋅ Δf H
∘(HI) = 12.4 kcal mol−1 (25∘C, 1 atm)

The heat for reaction (1.41) is 12.4 kcal mol−1, so the
heat of formation of HI is half of that, or 6.2 kcal mol−1.

The heats of formation of most organic and
organometallic compounds cannot be measured
directly by calorimetry, which measures ΔrHT , or by
measuring the equilibrium constants K of the forma-
tion reactions at different temperatures (Van’t Hoff
plot). It is also very rare that the rate constant for the
conversion of the elements into the pure substance of
interest, or that of the reverse reaction, the decom-
position of the substance into its pure elements, can
be measured directly. Instead, thermodynamic cycles
(Born–Haber cycles) are used to determine the heats
of formation (see Figure 1.4 and Eq. (1.42)) for the
determination of the standard heats of formation of
the hydrocarbons CnHm. The heat of combustion of n
moles of graphite to produce n moles of CO2 plus the
heat of combustion of m/2 moles of H2 to produce
m/2 moles of water can be compared to the heat of
combustion of hydrocarbon CnHm to give the same
amount of CO2 and H2O (Figure 1.4).

Δf H
∘(CnHm) = n ⋅ ΔcH∘(C) + m∕2 ⋅ ΔcH∘(H2)

−ΔcH∘(CnHm) (1.42)

In some cases, reactions other than combustions
can be used in Born–Haber cycles. Calorimetry can
be applied, for instance, to hydrogenations of unsat-
urated compounds or to catalyzed isomerizations.
A major difficulty encountered in calorimetry is the
formation of secondary products (isomers, polymers,
and products of fragmentation) in addition to the
desired products of a given reaction under investi-
gation. If the reaction is not perfectly clean (when it
competes with other reactions), deviations of the mea-
sured heats from the quantity of evaluation become
large. This problem is less serious when applying
the Van’t Hoff method, i.e. measuring equilibrium
constants at various temperatures. Despite this, very
accurate heats of formation are now available for a

nC + m/2 H2

ΔfH°(CnHm)

ΔcH°(CnHm)

nΔcH°(C)

nCO2 + m/2 H2O

CnHm

H
0

+ m/2 ΔcH°(H2)

Figure 1.4 A thermodynamic cycle from which the heat of
formation of a hydrocarbon can be determined by combustion
calorimetry.

large number of organic and organometallic com-
pounds. With high-pressure mass spectrometry (MS)
and ion cyclotron resonance, the thermochemistry of
ionized species as well as of transient neutral species
such as radicals, diradicals, and carbenes is now
possible (Sections 1.10–1.12). Today, accurate heats
of formation for almost any kinds of chemical species
of relatively small molecular weight (Mr < 500) can be
reliably determined. To estimate the standard heat of
reaction, ΔrH∘, of a given reaction (1.1) from standard
heats of formation, Hess’s law (Eq. (1.43)) can be used
(reactants A, B, …; products P, Q, …):

ΔrH
∘(1.1) = 𝜋Δf H

∘(P) + 𝜃Δf H
∘(Q) + · · ·

−𝛼Δf H
∘(A) − 𝛽Δf H

∘(B) − · · · (1.43)

If a value for a given compound is not available
from the NIST Webbook of Chemistry or from
another source, the Benson’s group additivity method
proposed in 1958 [16, 17] (Section 2.2) can be used
instead to estimate these quantities [18]. Other addi-
tivity methods for the calculations of thermochemical
parameters have been proposed such as Laidler’s bond
enthalpy method presented in 1956 [19]. The use of
high-level accuracy quantum mechanical methods
has also become increasingly important, as well.

1.6 What do standard heats
of formation tell us about chemical
bonding and ground-state properties
of organic compounds?

Table 1.A.1 gives a compilation of the standard heats
of formation for a selected number of inorganic
compounds in the gas phase under standard con-
ditions. Tables 1.A.2–1.A.4 give standard heats of
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formation and standard entropies of selected organic
compounds in the gas phase (for more values, see
[6, 7, 20–24]). These values can be used for calculating
the heats and entropies of reactions or equilibria in
ideal solutions. This simplification leads to satisfac-
tory predictions for the thermodynamic parameters
of a large number of organic reactions involving non-
polar reagents in nonpolar solvents. Some illustrative
examples of the use of these methods are given in the
next chapters.

Problem 1.4 What products do you expect to be
formed combining HO• with organic compounds?
What happens to NO in the air and to SO2 in the air?

Problem 1.5 Propose a reaction for diimide
(diazene: HN=NH)+ cyclohexene and calculate
its heat of reaction.

1.6.1 Effect of electronegativity on bond
strength

The reactions of hydrogen (dihydrogen: H2) with fluo-
rine (F2), chlorine (Cl2), bromine (Br2), and iodine (I2)
generate the corresponding hydrogen halides HF, HCl,
HBr, and HI (called hydrohalic acids when dissolved
in water). Although HI has a positive gas-phase stan-
dard heat of formation, the other hydrogen halides
have negative standard heats of formation in the
gas phase (equilibria (1.44)). As already mentioned
above, HI in the gas phase is a metastable compound
with respect to its decomposition into its elements,
whereas HF, HCl, and HBr are stable with respect to
their decomposition into their respective elements.
On heating in the gas phase, HI will equilibrate with
H2 and I2, whereas the same type of decomposition
will not occur with the other hydrogen halides. The
entropies of reaction, ΔrST , are estimated to be small
for all of these reactions, as the number of molecules
does not change between products and reactants.

Gas
½ H2 + ½ X2 HX (1.44)

X= F Cl Br I
ΔrH∘(1.44) = ΔfH∘(HX): −65.1 −22.1 −8.6 6.2 kcal mol−1

The relatively large variations in the ΔrH∘ (1.44) val-
ues are the result of the difference in electronegativity
between atoms H and X (Table 1.A.5). HF is more sta-
ble than HI because it combines two different atoms
with the highest possible (Pauling) electronegativity
difference and gives the shortest and strongest bond as
a result [25]. Similar observations can be made about

the standard heats of formation of the other deriva-
tives of hydrogen of Table 1.A.1. For instance, water
is more stable than H2S, and NH3 is more stable than
PH3, for the same reasons.

Fluorination, chlorination, and bromination of
(1.45) of propane (CH3CH2CH3) into the correspond-
ing n-propyl halides (CH3CH2CH2—X: n-Pr—X) are
all exothermic. However, direct iodination of propane
is endothermic. In fact, the fluorination reaction is
an explosive transformation because of the very high
exothermicity of −108.4 kcal mol−1 (as a comparison,
the standard heat of combustion of hydrogen [H2]
amounts to −57.8 kcal mol−1 only). These results illus-
trate the role of electronegativity on bond strength
and therefore on the stabilities of organic compounds.
In both examples described above, the polarities
(electronegativity difference) of the bonds (C—F or
H—F) formed in the products are much larger than
the polarities of the bonds (F—F or C—H) cleaved in
the reactants.

+ X2 n-Pr–X + HX
Gas

Pr–H2
(1.45)

X= F Cl Br I
ΔrH∘(1.45): −108.4 −28.6 −4.8 21.7 kcal mol−1

Similar observations are made for the direct mono-
halogenations (1.46) of benzene (C6H6 = Ph—H)

Ph–H + X2 Ph–X + HX
Gas

(1.46)

X= F Cl Br I
ΔrH∘(1.46): −112.5 −29.4 −3.1 26.0 kcal mol−1

The effect of the electronegativity differences
between the C—X bonds and the H—X bonds also
explains the different standard heats of acid-catalyzed
additions (1.47) to propene, giving isopropyl deriva-
tives i-Pr—X:

Gas
Propene + HX i-Pr–X (1.47)

X= F Cl Br I CN
ΔrH∘(1.47): −10.0 −17.4 −20.1 −20.7 −31.8 kcal mol−1

The exothermicity of the additions (1.48) of
water, ammonia, and hydrogen sulfide to propene
to give isopropanol (propan-2-ol), isopropylamine
(2-aminopropane), and isopropylmercaptan (propane-
2-thiol), respectively, is the highest for Y = SH and
the lowest for Y = OH because the “preference”
for hydrogen (more electropositive than carbon) to
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be bonded to an oxygen atom (more electronega-
tive) is greater than hydrogen’s “preference” to be
bonded to sulfur. The exothermicities of hydrocya-
nation (reaction (1.47), X = CN), of hydrocarbation
(reaction (1.48), Y = CH2—CH3: hydroethylation;
Y = CH=CH2: hydrovinylation; Y = Ph: hydropheny-
lation; Y = C≡CH: hydroethynylation; Y = CHO:
hydroformylation), and of hydrogenation (Y = H)
of alkenes (more precisely, dihydrogenation, as the
reaction involves the addition of two hydrogen atoms)
are higher than for the heteropolar additions (reac-
tion (1.47), for X = F, Cl, Br, I, and reaction (1.48) for
Y = OH, NH2, SH):

Propene + HY i-Pr–Y
Gas (1.48)

Y= OH NH2 SH CH2CH3 CH=CH3

ΔrH∘ (1.48): −12.2 −13.8 −18.1 −21.5 −23.8

Y= PH C≡CH CHO H
ΔrH∘ (1.48): −23.5 −26.7 −28.7 −29.8 kcal mol−1

Under thermodynamic control, substitutions of
alkyl halides (1.49) and of alkenyl halides (1.50) by
other halides generally favor the formation of HF:

Pr–F + HBr Pr–Br + HF
Gas (1.49)

ΔrH∘(1.49): −9.0 kcal mol−1

vinyl–F+ HBr vinyl–Br + HF
Gas (1.50)

ΔrH∘(1.50): −4.4 kcal mol−1

Problem 1.6 Among the amino acids serine and
cysteine, which of these give stable adducts with
cyclohex-2-enone at 37 ∘C when they are part of a
protein?

1.6.2 Effects of electronegativity and of
hyperconjugation

In contrast with equilibria (1.49) and (1.50) that favor
the formation of HF, equilibria (1.51) that exchange
the fluoride of acetyl fluoride by chloride, bromide,
or iodide with the corresponding hydrogen halide HX
disfavor the formation of HF, meaning that fluorine
prefers to be bonded to an acyl carbon rather than a
hydrogen atom. In contrast, equilibria (1.52) of acetyl
chloride with the corresponding bromide and iodide
are nearly thermoneutral.

AcF + HX AcX + HF
Gas (1.51)

X= Cl Br I
ΔrH∘(1.51): 4.6 4.0 4.0 kcal mol−1

Gas
AcCl + HX AcX + HCl (1.52)

X= Br I
ΔrH∘(1.52): −0.6 −0.6 kcal mol−1

Why does fluorine prefer the right side of the
equilibrium shown in equilibrium (1.51)? Dona-
tion of nonbonding electrons of the oxygen atom
of the carbonyl group stabilizes the polar form of
the acetyl–halide bond. This hyperconjugation effect
(n(C=O:)/𝜎 interaction) involves the interaction of
the nonbonding, or lone pair, orbitals n(CO:) of the
carbonyl group and the antibonding, empty orbital
𝜎*(C—F) of the C—F bond (molecular orbital theory,
Sections 4.5.15 and 4.8.1). This interaction is not
possible in alkyl, alkenyl, and hydrogen halides, which
do not possess lone pair electrons. Of all acyl halides,
this hyperconjugative interaction is strongest in acyl
fluorides where the difference in electronegativity
between carbon and fluorine is larger than in other
acyl halides. Thus, because of the large electroneg-
ativity difference between F and C, 𝜎*(C—F) is the
best sigma acceptor of all C—X bonds. Furthermore,
the conjugation n(X:)→𝜋*(C=O) (donation from
the nonbonded electron pairs of X: to the carbonyl
double bond), which stabilizes the reactant, is the
weakest for X = F and the strongest for amino groups
(Figure 1.6). The infrared carbonyl stretching fre-
quencies of acyl derivatives (𝜈C=O) increase with the
C=O bond strength as shown in Figure 1.5.

Quantum mechanical calculations give an indi-
cation of the differences between halogen atoms
attached to alkyl and acyl groups. Quantum calcula-
tions predict a C—F bond length of 1.383 Å for methyl
fluoride and a C—Cl bond length of 1.804 Å for methyl
chloride [26] (experimentally, these are 1.385± 0.004
and 1.66± 0.05 Å [27–30], respectively, Å = 10−10 m).
In the cases of formyl fluoride and formyl chloride,
the C—F and C—Cl bond lengths are calculated to
be 1.345 and 1.797 Å, respectively [31, 32]. These
represent lengthening of the bond lengths of 0.04
and 0.01 Å, respectively. The carbonyl bond length is
predicted to be shorter in formyl fluoride (1.186 Å)
than in formyl chloride (1.200 Å), consistently with
the interpretation given above (Figure 1.5) [33].

Problem 1.7 Explain the difference in C=O
bond stretching frequencies between ethyl (Z)-3-
fluorocinnamate (1736 cm−1) and ethyl cinnamate
((E)-PhCH=CHCOOEt: 1715 cm−1) [34].
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Figure 1.5 Hyperconjugation in acetyl halides (donation from
the carbonyl group n(CO:) nonbonded electron-pairs to the
𝜎(C—X) bond) competes with the n(X:)/𝜋(C=O) conjugation.
This competition also exists in carboxylic esters and
carboxamides.

1.6.3 𝛑-Conjugation and hyperconjugation
in carboxylic functions

Esterification equilibrium (1.53) and amidification
equilibrium (1.54) are exothermic. In contrast, the
formation of ethyl thioacetate from ethanethiol and
acetic acid (equilibrium (1.55)) is endothermic by
2.1 kcal mol−1. Anhydride formation (equilibrium
(1.56)) is even more endothermic (c. 12 kcal mol−1).

AcOH + ROH AcOR + H2O
Gas

(1.53)

R= Me i-Pr
ΔrH∘(1.53): −5.0 −5.3 kcal mol−1

AcOH + RR′NH AcNR′R + H2O
Gas (1.54)

RR′NH= Me2NH PhNH2

ΔrH∘(1.54): −4.4 −6.0 kcal mol−1

AcOH + EtSH AcSEt + H2O
Gas

(1.55)

ΔrH∘(1.55): 2.1 kcal mol−1

2 AcOH Ac2O + H2O
Gas

(1.56)

ΔrH∘(1.56): 12.2 kcal mol−1

These data can be explained by invoking both elec-
tronegativity differences between the atom pairs that
are exchanged in these reactions and by differential
conjugation effects involving the nonbonding elec-
tron pair of the nucleophile (O of esters, N of amides,
S of thioesters, and O of the carboxylic anhydride)
and the carbonyl groups depicted in Figure 1.6. In a
classical view, n/𝜋 conjugation is proposed to involve
some electron transfer from the nucleophilic cen-
ter Y: to the electrophilic carbonyl group, noted by
n(Y:)→𝜋*(CO) or n(Y:)/𝜋*(CO) (Section 4.5.15). The
charge and geometry analysis by Wiberg and cowork-
ers (Section 2.7.6) show that the carbonyl C=O bond
length and oxygen charges are about the same in an
aldehyde and an amide, whereas an aldehyde can be
represented by resonance structures A and B and an
amide has an additional limiting structure E, which
represents interactions between donor Y: and the
carbonyl group.

The relative importance of resonance structure E
depends on the ionization energy (IE(Y:) =ΔfH∘(Y•+)
−ΔfH∘(Y:), Section 1.8) of the nucleophilic center
Y: and the overlap of n(Y:) orbitals with the empty
2p orbital at the carbon center (theory of perturba-
tion molecular orbitals, PMO theory, Section 4.4.2).
The ionization energy of Y: is another expression of
the electronegativity of center Y: (Table 1.A.5). The
less Y: is electronegative, the lower its ionization
energy, and the easier it can release electrons to the
neighboring carbonyl group. In terms of molecular
orbital theory (Section 4.5.15), this is expressed by
the energy difference between the LUMO (lowest
unoccupied molecular orbital) of the carbonyl group
and the HOMO (highest occupied molecular orbital)
of center Y:. In acetic anhydride (Ac2O), the Y: center
is an oxygen atom stabilized by the acyl group of the
carboxylate moiety; the HOMO of AcO moiety is
lying lower than that of the alkoxy group in the corre-
sponding ester. The n(alkoxy)→𝜋*(C=O) interaction
is more stabilizing than the n(acyloxy)→𝜋*(C=O)
interaction, rendering esters more stable than the
corresponding carboxylic anhydrides, as shown by
the standard heats of equilibria (1.53) and (1.56).

Since the electronegativity decreases from oxy-
gen to nitrogen, and then from nitrogen to sul-
fur (Table 1.A.5), this factor would cause the
n(Y:)→ 𝜋*(C=O) stabilizing interaction to increase
from esters to amides and then from amides to
thioesters. The thermochemical data given for
equilibria (1.53)–(1.55) are inconsistent with this
hypothesis. The increased stabilization of esters and
amides (equilibria (1.53) and (1.54)) can be attributed,
in part, to the energy necessary to planarize the amine
group that maximizes the n(Y:)/𝜋CO overlap. The
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Figure 1.6 Classical limiting structures of
aldehydes (A, B), esters, and amides (C, D, E). O
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Scheme 1.2 Native chemical ligation: a tool for chemical
protein synthesis.

lower stabilization of thioesters compared with esters
and amides arises from the poorer overlap and mixing
of the high-lying 3p sulfur orbital with the 2p orbital
of the vicinal carbon center (see the shape of the 3p(S)
orbital and compare it with that of a 2p(O) orbital:
the 3p(S) orbital occupies a much larger space than
the 2p(O) orbital; as a consequence, the C—S bond
is longer than the C—O bond [Table 1.A.6]). The
lower stabilities of thioesters compared with amides
have been exploited in “native chemical ligations,”
transformations used, for example, to construct large
peptides from two or more unprotected peptides
(Scheme 1.2) [35–37].

The relative importance of n(Y:)/𝜋 conjugation
as a function of the heteroatom will be discussed
again in Section 2.7.6 when comparing the heats of
hydrogenation of enol ethers, and enamines with the
heats of hydrogenation of alkenes, and also in Section
2.7.8 when comparing the stabilizations by the aro-
maticity of furan, pyrrole (azole), thiophene, and
phosphole (for molecular orbital theory applications,
see Section 4.6).

Problem 1.8 Estimate the standard heat of esteri-
fication of methanol with acetic acid. Estimate the
variation of entropy of this reaction at 298.15 K
and calculate the equilibrium constant at the
same temperature and under 1 atm in tetrahy-
drofuran (THF) solution. Is the equilibrium con-
stant the same under the same conditions for the
esterification of anthracene-2-carboxylic acid with
2-hydroxynaphthacene?

Problem 1.9 The Newman–Kwart rearrangement is
a valuable synthetic technique for converting phenols
to thiophenols via their O- and S-thiocarbamates [38–
40]. Explain why the S-thiocarbamates are more stable
than their isomeric O-thionocarbamates.

1.6.4 Degree of chain branching
and Markovnikov’s rule

The stability of alkanes increases with the their
degree of chain branching [41, 42]. Electron cor-
relation is largely responsible for this observation.
Branched alkanes have greater number of attractive
1,3-alkyl/alkyl group interactions; there are three
such stabilizing 1,3-“protobranching” dispositions
in isobutane (2-methylpropane), but only two in
n-butane. Neopentane (2,2-dimethylpropane) has six
protobranches, but n-pentane has only three [43].
In the cases of functional systems such as alcohols,
amines, thiols, and alkyl halides, secondary deriva-
tives are more stable than their primary isomers. The
same trend is found for the isomerization equilibria
(1.58) and (1.59): tertiary systems are more stable
than their secondary isomers.

X

X
Gas (1.57)

X= Me Et n-Pr OH SH NH2 F Cl Br I
ΔrH∘
(1.57):

−2.0 −1.6 −1.8 −4.2 −4.0 −3.2 −1.8 −3.1 −3.0 −2.4
kcal
mol−1

X
XGas (1.58)

X= Me OH SH NH2 Cl Br I
ΔrH∘(1.58): −3.5 −4.8 −3.0 −3.8 −5.0 −5.0 −2.2 kcal mol−1

Cl

ΔrH°(1.59) : –4.1 kcal mol−1Cl

Preferred:

Markovnikov

rule

+ HCl

Gas

(1.59)

(1.59)
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In solution, the additions of hydrogen halides HX
(or hydrohalic acids, HX in water) to alkenes give
in preference secondary and tertiary alkyl halides
instead of the isomeric primary and secondary
isomers, respectively. This is Markovnikov’s rule,
which is often explained in terms of a kinetic
control (product selectivity given by the ratio
of rate constants of product formation [paral-
lel reactions, Section 3.2.5], no equilibration of
products with reactants) rather than in terms of
thermodynamic control (the product selectivity
is governed by their relative stability) [44–47].
The same rule applies to the additions of water,
alcohols, and carboxylic acids to alkenes. The ver-
satility of Markovnikov’s rule can be attributed to
the large stability difference between primary, sec-
ondary, and tertiary carbenium ion intermediates (c.
−15 kcal mol−1 for acyclic alkyl cations in strongly
ionizing media; for the gas phase, Table 1.A.14
gives ΔrH∘(n-Pr+ → i-Pr+) = −20 kcal mol−1,
ΔrH∘(n-Bu+ → i-Bu+) = −17 kcal mol−1, and ΔrH∘
(i-Bu+ → t-Bu+) = −16 kcal mol−1) [48–50] that
are generally considered to be formed in the
rate-determining steps of these reactions (protona-
tion of the alkenes). The formulation of Markovnikov’s
rule as a kinetic effect is not always valid. Additions
to alkenes are exothermic but have negative entropies
(condensations) that can cause the reactions to be
reversible (with ΔrGT = ±1 kcal mol−1). For example,
addition of water to unstrained alkenes are exother-
mic by c. −12 kcal mol−1. A value very similar to
the entropy cost of the addition. For instance, ΔrH∘
(2-methylpropene+H2O ⇄ t-butanol)≅−12.6 kcal
mol−1 andΔrS∘(2-methylpropene+H2O⇄ t-butanol)
≅−37 eu.: at 25 ∘C, the entropy cost −TΔrS∘ amounts
to −298(−37 cal mol−1 K−1)≅ 11.0 kcal mol−1. Only
additions that give rise to highly stable carbenium
ion intermediates such as tertiary alkyl cations, cyclo-
propylmethyl cations, allylic, and benzylic cations
proceed via a “cationic mechanism.” Additions of HX
to 1,2-dialkylethenes, instead, avoid the generation
of secondary carbenium intermediates and follow
other mechanisms that do not involve carbenium ion
intermediates. The reverse reactions, eliminations,
may also follow concerted mechanisms avoiding
carbenium ion intermediates (Section 3.9.3). Even
for such reactions, Markovnikov’s rule is generally
followed. This is because of the Dimroth principle
enounced in 1933 [51]. If one or a set of reactants can
undergo two competitive one-step reactions that fol-
low the same mechanism and produce two different
isomers, the favored product formed under condi-
tions of kinetic control is the most stable one. The
energy barrier is the lowest for the most exothermic
reaction (Bell–Evans–Polanyi theory established
in 1936–1938 for radical exchange reactions such

as R–X+Y• →R• +X–Y and proton transfers
Δ‡H = 𝛼ΔrH + 𝛽) [52, 53]. In 1928 already, Brønsted
had found a linear relationship between the rate of
proton transfer of an acid and its acidity constant [54].

Problem 1.10 A mixture of 1 mmol cyclohex-2-
enone, 1 mmol of thiophenol, and 5 mg of Et3N is
kept at 25 ∘C in 1 ml of CH2Cl2. After 30 minutes at
25 ∘C, the 1H-NMR spectra of the reaction mixture
shows that the corresponding 1,4-adduct is formed
almost completely. Attempted purification of the
adduct by column chromatography on silica gel gives,
however, only a low yield of adduct (10–20%) and
recovered cyclohex-2-enone (80%) and thiophenol
(80%). Why?

1.7 Standard heats of typical organic
reactions

Alkanes are reference compounds (basis set) for
organic chemists (Chapter 2). Their didehydrogena-
tion (elimination of H2) generates alkenes, and their
tetradehydrogenation produces alkynes, allenes,
1,3-dienes or n,n+2-dienes (if the two double bonds
of 1,3-dienes are coplanar, they are said conjugated
dienes), 1,4-dienes or n,n+3-dienes (are often said
homoconjugated dienes), and n,n+𝜔-dienes (𝜔> 3,
are usually said nonconjugated dienes). Hydro-
genation (addition of H2) converts unsaturated
hydrocarbons into alkanes. Formally, cycloalka-
nes can be hydrogenated into ring-opened alkanes
(Section 1.7.1). These reactions are reference reactions
and the corresponding standard heats of hydrogena-
tion (ΔhH∘) are part of a thermochemical basis set.
The same can be said for compounds containing
heteroatoms. For instance, the hydrogenation of alde-
hydes and ketones convert them into alcohols that are
related to alkanes through C—H oxidations (Section
1.7.2). Thus, the standard heats of these reactions
have become reference thermochemical data.

1.7.1 Standard heats of hydrogenation
and hydrocarbation

The standard heats of hydrogenation (addition
of H—H across a double bond), ΔhH∘, of ethy-
lene, acyclic terminal alkenes, and unstrained
(E)-1,2-dialkylalkenes are about −32, −30, and
−28 kcal mol−1 (Table 1.A.2), respectively, consis-
tently with c. 2 kcal mol−1 stabilization of an alkene
by each alkyl substituent. The standard heats of
hydrogenation of acetylene, terminal alkynes, and
dialkylethynes to give the corresponding alkenes
amount to about −42, −40, and −37 kcal mol−1,
respectively. They indicate that alkyl substitution
of alkenes increases relative stabilities of these
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ΔfH°:   –4.0 –52.2 –40.8 –27.7 kcal mol−1

+Me–H (–17.8) +Me–H +Me–H +Me–H

ΔfH°: –36.7 –40.2 –60.2 –74.7 –51.7 –65.2 –44.0 –56.2

ΔrH°: –14.9 –18.4 +9.8 –4.7 +6.9 –6.6 +1.5 –10.7

Figure 1.7 Heats of methanation of 2-methylpropene (isobutylene), acetone, acetaldehyde, and formaldehyde (examples of
hydrocarbations).

compounds, just as it does for alkanes. Hydrocar-
bations (addition of R—H across a double bond,
Figure 1.7) of alkenes have exothermicities of c.
−20 kcal mol−1, whereas hydrocarbations of alkynes to
give alkenes have exothermicities of c. −30 kcal mol−1.
A π-bond of an alkene is c. 10 kcal mol−1 stronger than
one π-bond of an alkyne. Both hydrogenations and
hydrocarbations of aldehydes and ketones are much
less exothermic than those of alkenes (Figure 1.7).
As for alkenes and alkynes, alkyl groups stabilize
the carbonyl group, but the effects are much larger.
Additions to formaldehyde are easier than those to
the larger aldehydes, for thermodynamic and steric
reasons. Ketones are expected to undergo additions
less readily than aldehydes as their hydrocarbations
are less exothermic than those of the corresponding
aldehydes.

The methanation of 2-methypropene (isobuty-
lene) that gives 2,2-dimethylpropane (neopentane)
is more exothermic (−18.4 kcal mol−1) than the
methanation that yields the less branched product,
2-methylbutane (−14.9 kcal mol−1). The methana-
tion of acetone, acetaldehyde, and formaldehyde is
much less exothermic. The formation of isopropyl
methyl ether, ethyl methyl ether, and dimethyl ether,
respectively, is endothermic, whereas the formation
of the corresponding alcohols is moderately exother-
mic. Thus, the conversion of a C=C doubly bonded
system into a C—C singly bonded system is gener-
ally more exothermic than the conversion of a C=O
doubly bonded system (aldehyde and ketone) into a
C—O singly bonded system (alcohol and ether). For
instance, the Diels–Alder reaction of butadiene with
ethylene (Section 5.3.8) has a standard exothermicity
of −39.9 kcal mol−1 in the gas phase (Table 1.A.2),
whereas the hetero-Diels–Alder reaction (Section
5.3.15) of butadiene with formaldehyde equilibrat-
ing with 1,4-dihydro-2H-pyran is exothermic by

−23.8 kcal mol−1 only (ΔfH∘(1,4-dihydro-2H-pyran)
= −53.3 kcal mol−1 estimated from ΔfH∘(tetrahy-
dropyran, Table 1.A.4)+ 28 kcal mol−1 (dide-
hydrogenation of cyclohexane into cyclohexene,
Table 1.A.2)).

O

+

ΔrH° = –39.9 kcal mol−1

O+

ΔrH° = –23.8 kcal mol−1

Hydrocarbation of propene with formalde-
hyde (an example of hydroformylation) giving 2-
methylpropanal is more exothermic (ΔrH∘ = −28.7
kcal mol−1) than hydrocarbation of propene with
ethylene (an example of hydrovinylation) giving
2-methylbut-1-ene (ΔrH∘ = −23.8 kcal mol−1)
because alkyl substitution stabilizes carbonyl groups
to a greater extent than it stabilizes alkenes (Figure 1.8)
(the partial positive charge on the carbon center of
the C=O function is significantly larger than that on
the olefinic carbon atoms).

1.7.2 Standard heats of C–H oxidations

The standard heats of oxidation of alkanes into cor-
responding alcohols vary from −30 kcal mol−1 for
the conversion of methane into methanol to about
−36 kcal mol−1 for the oxidation of other alka-
nes into primary alcohols. The enthalpy change is
c. −40 kcal mol−1 for the formation of secondary
alcohols and c. −43 kcal mol−1 for the oxidation
of branched alkanes into the corresponding ter-
tiary alcohols. The oxidation of an alcohol into the
corresponding vicinal diol (n,n+1-diol) has nearly the
same exothermicity as the oxidation of corresponding
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Figure 1.8 Interpretation of the difference in heats of
hydrogenations (and hydrocarbations) of formaldehyde,
aldehydes, and ketones.

alkane (see below data for the oxidations of propane).
Thus, the interaction of two hydroxy groups on vicinal
carbon centers does not introduce any significant sta-
bilization or destabilization (gas phase). This suggests
that conformers of n,n+1-diols (and also n,n+2-diols:
compare the heats of oxidation of propane→ n-PrOH
and of n-PrOH→HOCH2CH2CH2OH) that would
permit stabilizing intramolecular hydrogen bond-
ing between the two hydroxy groups (chelation:
C—O—H· · ·O(H)—C) are not favored, or if such
interactions do exist, they are compensated by
gauche effects (Section 2.5.1), by torsional strain
(Section 2.6), or/and by electrostatic dipole/dipole
repulsions between the two electronegative oxygen
atoms (Section 2.7.9). Note that the heat of oxidation
(oxygen atom insertion between a C—C bond)

ΔfH°: –25 –61.2 –97.6 –138.1 –102.7
–65.2 ± (0.3–1.2)

kcal mol–1

–36.2 –36.4

OH OH OHOH OH

OH

OH

OH OH

–40.5 +35.4 +37.5 +40.2

OH OH

OH

OH

OH

HO

OHHO

OHHO

OH

OHHO

OH

OH

HO

ΔfH°: 19.8 –23.0 –65.7 –68.0 –66.2 ± (0.3–0.4)

–42.8 –42.7 –2.3 +1.8

ΔfH°: –103.8 –108.2 –106.1

–38.1 –40.2 –39.9

–4.4 +2.1

–35.8 –38.1

of n-propyl methyl ether (n-Pr-OMe) into 1,2-
dimethoxyethane (MeOCH2CH2OMe) is not very
much less exothermic (−25± 0.4 kcal mol−1) than
the oxidation of n-butane into n-PrOMe (−26.9
± 0.3 kcal mol−1). The electrostatic repulsion
revealed in 1,2-dialkoxyethane is not larger than 1.9
± 0.7 kcal mol−1. The oxidation of benzene into phe-
nol and of phenol into benzene-1,2-diol have nearly
the same exothermicity of −42.7± 0.6 kcal mol−1

(almost the same exothermicity than for the oxida-
tion of a branched alkane into a tertiary alcohol).
If a repulsive electrostatic effect between the two
oxygen atoms does destabilize benzene-1,2-diol, then
it must be counteracted by stabilizing intramolec-
ular hydrogen bonding between the two hydroxy
groups (chelation) or by another effect. Oxidation
of phenol into benzene-1,4-diol is exothermic by
−43.2± 0.6 kcal mol−1, nearly the same exothermicity
as for the oxidation of benzene into phenol. There
is no possibility for intramolecular hydrogen bridg-
ing in benzene-1,4-diol and electrostatic repulsion
must be smaller than it is for benzene-1,2-diol.
The finding that benzene-1,3-diol is more stable
than benzene-1,2-diol and benzene-1,4-diol by c.
2 kcal mol−1 suggests that other factors may con-
tribute to the relative stability of these compounds.
Consistent with what has been described above, the
oxidation of benzene-1,3-diol into benzene-1,3,5-triol
is slightly more exothermic than its oxidation
into benzene-1,2,3-triol and benzene-1,2,4-triol.
In contrast to vicinal or n,n+1-dioxy-substitution,
geminal or n,n-dioxy-substitution leads to a signif-
icant stabilization effect (enthalpic anomeric effect,
Section 2.7.9).
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1.7.3 Relative stabilities of alkyl-substituted
ethylenes

Table 1.A.2 shows that simple acyclic (E)-alkenes
are in general more stable than their (Z)-isomers. If
the substituents of the ethene moiety are bulky, this
stability difference increases because of increased
steric interactions between these substituents in the
(Z)-isomers, as demonstrated with equilibria (1.60).

RR R

R

Gas

(1.60)

R= Me Et i-Pr t-Bu Ph
(gas)

Ph
(solid)

COOH
(solid)

ΔrH∘
(1.60):

−0.75 −0.8 −2.0 −9.6 −3.9 −11.0 −5.1 kcal
mol−1

The thermochemical data reported below for C6H12
alkenes and C6H14 alkanes show that dialkylethylenes
are more stable than monoalkylethylene isomers. Sim-
ilarly, trialkylethylenes are more stable than dialky-
lethylene isomers, and finally, tetraalkylethylenes are
more stable than trialkylethylene isomers.

 –10.2 ± 0.6 –12.2 ± 0.2 –11.2 ± 0.3

–11.8 ± 0.2 –11.0 ± 0.2

–11.8 ± 0.2 –15.2 ± 0.2 –14.8 ± 0.3  

–13.4 ± 0.2   –16.8 ± 0.4

(1.61)

+H2

ΔhH° = –29.7 ± 0.8 kcal mol–1

ΔhH° = –29.9 ± 0.5 kcal mol–1

+H2

(1.62)

+H2

ΔhH° = –25.8 ± 0.4 kcal mol–1

+H2

ΔhH° = –25.7 ± 0.6 kcal mol–1

ΔfH°(gas):

ΔfH°(gas):

ΔfH°(gas):

ΔfH°(gas):

As for alkanes, “branched” alkenes are more sta-
ble than linear isomers, as evidenced by the fact
that hydrogenation of monoalkylethylenes (e.g.
ΔhH∘(1.61)≅−30 kcal mol−1) are more exothermic
than the hydrogenations of tri- and tetraalkylethylenes
(e.g. ΔhH∘(1.62)≅−26 kcal mol−1).

1.7.4 Effect of fluoro substituents
on hydrocarbon stabilities

Using data from NIST Chemistry Webbook, the
following heats of reaction are estimated for the
Diels–Alder addition of butadiene to ethylene,
propene, chloroethylene, and fluoroethylene.

R

R R

+

ΔrH°(D.-A.)

ΔhH°: +28

R = H      ΔrH°(D.-A.) = –39.9 ± 1 kcal mol–1

R = Me    ΔrH°(D.-A.) = –42.9 ± 2 kcal mol–1

R = Cl      ΔrH°(D.-A.) = –44.8 ± 2 kcal mol–1

R = F ΔrH°(D.-A.) = –46.1 ± 2 kcal mol–1

These estimates use ΔfH∘(butadiene) = 26.0 kcal
mol−1, ΔfH∘(ethylene) = 12.5 kcal mol−1, ΔfH∘(cyclo-
hexene) = −1.0 kcal mol−1, ΔfH∘(propene) = 4.9 kcal
mol−1,ΔfH∘(4-methylcyclohexene)=−12.0 kcal mol−1

(estimated from ΔfH∘(methylcyclohexane) = −40.0
and 28 kcal mol−1 for the heat of didehydrogena-
tion), ΔfH∘ (chloroethylene) = 7.0 kcal mol−1,
ΔfH∘(4-chlorocyclohexene) = −11.8 kcal mol−1 (esti-
mated from ΔfH

∘ (chlorocyclohexane) = −39.8 kcal
mol−1 and assuming 28 kcal mol−1 for the heat
of didehydrogenation into 4-chlorocyclohexene),
ΔfH

∘ (fluoroethylene) = −32.4 kcal mol−1, and
ΔfH∘(4-fluorocyclohexene) = −52.5 kcal mol−1 (esti-
mated from ΔfH∘(fluorocyclohexane) = −80.5 kcal
mol−1 and assuming 28 kcal mol−1 for the heat of
its didehydrogenation). The data show that substi-
tution of a sp3-hybridized carbon center is more
stabilizing than substitution of a sp2-hybridized
carbon center. The small increase of exothermicity
for the Diels–Alder reactions of fluoroethylene and
chloroethylene with 1,3-butadiene compared to that
of propene and 1,3-butadiene is attributed to the
electronegative nature of Cl and F substituents, which
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confers a dipolar character to their C—Cl and C—F
bonds, respectively, which is usually denoted by the
limiting structures:

C Cl C Cl C F C F

Vinyl cations are less stable than secondary alkyl
cations as given by comparison of the following
hydride affinities (reaction (1.90)): DH∘(CH2=CH+/
H−) = 291 kcal mol−1, DH∘(i-Pr+/H−) = 251 kcal
mol−1, and DH∘(c-C5H9

+/H−) = 249.8 kcal mol−1

(Table 1.A.14). Thus, the polar C—X bond is expected
to be more important for secondary (and tertiary)
alkyl systems than for alkenyl systems. Furthermore,
the differential substitution effect between alkene and
alkane giving by the above ΔrH∘ (Diels–Alder reac-
tion) values is expected to be larger for fluoro than
for the other substituents, as indicated by the heats
of the isodesmic reactions shown below. Cyclohexane
is stabilized to a greater extent than methane by
substitution of a hydrogen atom by a methyl, chloro,
or fluoro group. For the reasons invoked (relative
stability of methyl vs. cyclohexyl cation and difference
in electronegativity between C and the substituent),
the effect is the largest for fluoro substitution [55].

H

+ CH3–R

R

+ CH3–H

R = Me       ΔrH° =   –8.1 ± 2 kcal mol–1

R = Cl         ΔrH° =  –7.8 ± 2 kcal mol–1

R = F ΔrH° = –12.6 ± 2 kcal mol–1

The following equilibria reveal important differences
for the substituent effects of chloro, fluoro, and
methoxy groups on sp3 vs. sp2-hybridized carbon
centers. Geminal dichlorinated alkanes and alkenes
are equally stabilized by the substituents. Conversely,
fluorine “prefers to reside” at sp3-hybridized carbon
centers. In the case of geminal dimethoxy disubstitu-
tion, the ketene acetal ((MeO)2C=CH2) is stabilized
by n(O:)/𝜋C=C conjugation that is not present in
acetaldehyde dimethyl acetal ((MeO)2CH—CH3).
The analogous n(F:)/𝜋C=C and n(Cl:)/𝜋C=C interac-
tions are relatively weak interactions (Section 2.7.5).

X

X

CH3H H2C

X

X

+ CH2 CH2 CH3—CH3 +

X = Cl        ΔrH° = –0.4 ± 1.5 kcal mol–1

X = F ΔrH° =   3.9 ± 4.0 kcal mol–1

X = MeO    ΔrH° = –6.7 ± 1.5 kcal mol–1

The next two equilibria reveal once more that chlo-
ride substituent stabilizes sp3- and sp2-hybridized
carbon centers equally. This is not the case for flu-
oro substitution as 1,1,2-trifluoroethane is highly
preferred with respect to 1,1,2-trifluoroethylene.
The reason for that is that the three C—F bonds in
1,1,2-trifluoroethane are stabilized by three hypercon-
jugative interactions (𝜎(C—H)→ 𝜎*(C—F) donation)
involving two antiperiplanar H—C(2)/C(1)—F bond
pairs and one antiperiplanar H—C(1)/C(2)—F bond
pair (Section 4.8.1), whereas 1,1,2-trifluorethylene
has only one C—F bond that can be stabilized through
this mechanism.

X

X

H +

H

X

H
H

X

H
H

X X
1 2

X

X

CH3–CH3+

H

X
2 1

X

XH

X

X = Cl   ΔrH° = –2.5 ± 1.5 kcal mol–1

X = F ΔrH° = 19.2 ± 5.0 kcal mol–1

CH2=CH2

Problem 1.11 On heating, 1,1-dideuteriohexa-1,5-
diene equilibrates with 3,3-dideuteriohexa-1,5-diene
(reversible Cope rearrangement: section “Cope Rear-
rangements”). Similarly 1,1-difluorohexa-1,5-diene
equilibrates with 3,3-difluorohexa-1,5-diene. Which
of these two last isomeric compounds is most stable?
[56]

1.7.5 Storage of hydrogen in the form of formic
acid

Because of the limited sources of oil, natural gas,
and coal and the need to reduce the concentration
of carbon dioxide in the atmosphere (greenhouse
effect, global warming), hydrogen (H2) is considered
as a “clean” energy carrier as it combines with oxygen
(O2) producing only water. This is especially attrac-
tive when combined with fuel cells based on proton
exchange membranes. Hydrogen is produced indus-
trially mainly through steam methane reforming at c.
800 ∘C (CH4 +H2O ⇄ CO+ 3H2) and by the water
shift gas (WSG) reaction (H2O+CO ⇄ H2 +CO2,
Section 8.2). In a future economy that cannot rely
upon fossil carbon sources, H2 will be obtained
by electrolysis of H2O using electricity generated
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by water or wind turbines, for instance, or by
photovoltaics. Sooner or later direct sunlight-driven
photochemical water splitting into H2 and O2 will
become economical [57]. To use it, H2 must be stored
and transported in the form of compressed or/and
absorbed gas. This remains problematic in terms
of cost and safety. Conversion of H2 in a nontoxic
liquid that can be handled at atmospheric pressure
and useful temperatures (−50 to 50 ∘C) is highly
desirable. The liquid should be used as fuel directly
without producing toxic products and coproducts
(nitrogen oxides and CO). It should decompose
cleanly back into H2 at the site where it is needed.
In the presence of suitable catalysts (Section 7.8.8),
cheap and abundant carbon dioxide (CO2) can be
hydrogenated into formic acid (HCO2H) [58, 59]. The
NIST Chemistry Webbook gives the following data
for the hydrogenation of carbon dioxide under 1 atm
and at 25 ∘C:

H2(gas) + CO2(gas) ⇄ HCO2H (liquid)
ΔfH∘: 0.0 −94.05± 0.04 −101.7± 0.1 kcal mol−1

S∘: 31.2 47.2 31.5 eu

One calculates the standard heat of reaction
ΔrH∘(H2 +CO2 ⇄HCO2H)=−7.65± 0.14 kcal mol−1

and the standard variation of entropy of reaction
ΔrS∘ = −46.9 eu, which is much more negative than
for other condensations of two gaseous compounds
of similar molecular weight. This arises from the
smaller entropy of a compound in its liquid phase
than in the vapor phase (S∘(HCO2H, gas) = 59.4 eu).
Because of this negative entropy of reaction (con-
densation of two gases into a liquid), the hydro-
genation of carbon dioxide is endergonic at 25 ∘C by
ΔrG∘(H2(gas)+CO2(gas)⇄HCO2H(liquid))=−7.65
− 298(−0.0469) = 6.33 kcal mol−1 (equilibrium
constant K298 K = 10−4.65 at 25 ∘C). Thus, for this
reaction to occur at 25 ∘C, high pressure must be
applied (Le Châtelier principle, mass law effect).
If the reaction is carried out in a solvent giving
an ideal solution, one can use S∘(HCO2H, gas),
which leads to ΔrS∘ = −19 eu. Using ΔfH∘(HCO2H,
gas)=−90.5 kcal mol−1, one calculatesΔrH∘(H2(gas)+
CO2(gas) ⇄ HCO2H(gas)) = 3.55± 0.14 kcal mol−1

andΔrG∘(H2(gas)+CO2(gas)⇄HCO2H(gas))= 3.55
− 298(−0.019) = 9.2 kcal mol−1: the reaction becomes
even more endergonic (see Section 7.8.8). An option is
to convert formic acid into a stable derivative such as
a salt with an inexpensive base. The base B must have
a pK a(BH+) = −log([B][H+]/[BH+]) for its conjugate
acid BH+:

pK a(BH+)> pK a(HCO2H)− log K (H2 +CO2 ⇄
HCO2H)

Using data given in Table 1.A.23 (pK a(HCOOH)
= 3.75) for diluted water solution at 25 ∘C, and
above estimated ΔrG∘(H2(gas)+CO2(gas) ⇄ HCO2H
(liquid)) = 6.33 kcal mol−1 = 1.36 log([HCOOH]/
[H2][CO2]) = 1.36 (−4.65), one predicts pK a(BH+)
> 3.75+ 4.65 = 8.3.

Thus, bases like NH3 (pK a(NH4
+, aq.) = 9.2) or

Na2CO3 (pK a(HCO3
−, aq.) = 10.3) are suitable, which

is verified experimentally. The catalytic decomposi-
tion of HCO2H/HCO2NH4 mixtures into H2 +CO2
can be carried out at 25 ∘C in the presence of all
kinds of transition metal complexes [60], or by
electrocatalytic oxidation at platinum electrodes
[61]. The direct photoinduced hydrogenation of
CO2 into HCO2H is an elegant way to generate
a liquid fuel using solar energy. It is expected to
become a reality in the future. The method cou-
ples CO2 reduction and light-driven water splitting
[62]. Formic acid can be decomposed into water
and carbon monoxide. Thermochemical data pre-
dicts this reaction to be exergonic (ΔrG∘(HCO2
H(gas) ⇄ H2O(gas)+CO(gas)) = −2.65 kcal mol−1)
at 25 ∘C, and under 1 atm. Thus, the challenge is to
find catalysts that selectively decompose formic acid
into H2 +CO2, without concurrent decomposition
into H2O+CO. Carbon monoxide is toxic and quite
often it combines with transition metal catalysts
(Section 7.7) inhibiting the desired reaction.

Problem 1.12 Is the hydrogenation of carbon
monoxide into formaldehyde a feasible reaction pro-
vided that a suitable catalyst is available to catalyze
this reaction?

Problem 1.13 Are the hydrocarbations of carbon
monoxide by alkanes, alkenes, or alkynes (or the
C—H carbonylations of alkanes, alkenes, and alkynes)
possible reactions provided suitable catalysts are
available?

Problem 1.14 Are the hydrocarbations of carbon
dioxide possible for alkanes, alkenes, and alkynes
provided suitable catalysts are available to catalyze
them?

Problem 1.15 Can one fix CO2 with epoxides?
What products are expected (catalysts: mixed Mg/Al
oxides and dimethylformamide [DMF] as a solvent)
to be formed at 100 ∘C?

Problem 1.16 Which of the two products B and C
is the favored product of cyclization of A catalyzed by
Bu4N+F− (base catalyst) in DMF.
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Problem 1.17 Are the Diels–Alder reactions ((4+2)-
cycloadditions) of benzene with ethylene, acetylene,
and allene thermodynamically possible at room tem-
perature? Are the intramolecular versions possible?
[63–65]

1.8 Ionization energies and electron
affinities

The ionization energy IE(A) of an atom A is the energy
required to remove an electron from it in the gas phase
generating a cation A+ in its ground state (reaction
(1.63)).

A(ground state) → A+(ground state) + e− (1.63)

IE(A) = ΔrH
∘(1.63) = Δf H

∘(A+) − Δf H
∘(A)

Experimentally, the ionization energy of an atom
can be determined by mass spectrometry (MS) or by
photoelectron spectroscopy (PES) [66, 67]. IE(A)s can
be determined by mass spectroscopy in the following
way (Figure 1.9): the gaseous atoms are bombarded
by electrons accelerated by potential V (in volts).
Once their energy, measured in eV, reaches the value
of IE(A), ions are formed (appearance potential or
appearance energy AP(A+)) and can be counted by
the ion detector [21–23, 43, 68].

PES uses (Figure 1.10) a source of monochromatic
light (e.g. that emitted by excited helium atoms:
h𝜈 = 21.21 eV) that strikes atoms A. They expel elec-
trons with kinetic energy KIE = h𝜈 − IE(A) (reaction
(1.64)). Vacuum ultraviolet laser light can also be used
for the ionization of organic molecules [69].

A + h𝜈 → A+(Ψ0) + e− with KIE0

A + h𝜈 → A+(Ψ∗
1) + e− with KIE1

A + h𝜈 → A+(Ψ∗
2) + e− with KIE2 (1.64)

Several ionization energies can be measured for
atoms A. The lowest values IE0(A) correspond to

Number of ions A+

detected by the ion

collector of the mass

spectrometer

(ion current)

A + e → A + 2e

(eV)

AP(A+) = IE(A) eV

Energy of the electrons

Figure 1.9 Measurement of the appearance potential AP(A+)
for the ionization of atoms A by accelerated electrons. For
atoms AP(A+) = IE(A).

Kinetic
energy of
the emitted
electrons

Electron count

0 KIE2 KIE1 KIE0 hν

0IE2(A) IE1(A) IE0(A)

Ionization
energy

Figure 1.10 Photoelectron spectrum of atom A showing three
ionizations giving cations A+ in its ground state Ψ0 and in its
electronically excited states and, corresponding to electrons
emitted with kinetic energies KIE0 = h𝜈 − IE0(A),
KIE1 = h𝜈 − IE1(A), and KIE2 = h𝜈 − IE2(A); h𝜈 being the energy
of the monochromatic light source.

the ionization of A into cation A+ in its ground
state Ψo. The higher values are associated with the
formation of electronically excited states of cation
A+. The photoelectron spectrum of atoms is made of
lines, whereas those of molecules are made of bands
(Franck–Condon contours) whose width and shape
can vary quite significantly. Ionization of a molecule
by electron impact or by photoionization is governed
by the Franck–Condon principle, which states that
the most probable ionization transition will be that in
which the geometry and the momentum of the ion are
the same as those of the molecule in its ground state
(Figure 1.11). The time required for the ionization is
much shorter (10−16 seconds) than the time necessary
for a vibration (10−13 to 10−12 seconds).

When the equilibrium geometries of an ion and its
corresponding neutral species are nearly identical, the
onset of ionization will be a sharp step function lead-
ing to the ion vibrational ground state (Figure 1.11a).
However, when the equilibrium geometry of the ion
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Figure 1.11 Examples of ionization of molecules RX;
r=minimal value for the appearance potential of ion RX•+

(AP(RX•+)); s = minimal value for the appearance potential
of ion X+ (AP(X+)), resulting from the fragmentation of
RX•+. (a) The ground states of RX and RX•+ have the same
geometry. The vertical transition of highest probability
corresponds to the adiabatic transition. (b) The
geometries of RX and RX•+ are not the same but similar:
the transition is still probable, but not of the highest
intensity. (c) The geometries of RX and RX•+ are different;
the adiabatic transition is of lower energy than the first
observable transition.
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involves a significant change in one or more bond
lengths/angles from that of the neutral species, the
transition to the lowest vibrational level of the ion is
no longer the most intense, and the maximum tran-
sition probability (the vertical ionization energy) will
favor population of a higher vibrational level of the ion
(Figure 1.11b); if the geometry change is significant,
then the transition to the lowest vibrational level of
the ion may not be observed (Figure 1.11c). For such
cases, adiabatic ionization energies can be obtained
by determining the equilibrium constant for charge
transfer to another molecule (or atom) of known ion-
ization energy (equilibrium (1.65)) by high-pressure
mass spectrometry [70], flow tube [71–73], or ion
cyclotron resonance (ICR) spectrometry [74, 75].

RX + A+ ⇄ RX•+ + A• (1.65)

The electron affinity (EA) of an atom or a molecule
is equal to the enthalpy difference between the heat
of formation of a neutral species and the heat of
formation of the negative ion of the same structure
(Eq. (1.66)), that is the energy change upon addition of
an electron. Several methods are available to measure
electron affinities of isolated molecules [76]. Electron
transmission spectroscopy, charge transfer reactions
in a mass spectrometer, collisional ionization with
fast alkali–metal beams, plasma and optogalvanic
spectroscopy, and collisional activations have been
used. The most effective methods to measure electron
affinities of solid substance rely upon the photoelec-
tric effect. A typical experiment involves A target
anion, R−, which is bombarded with a light beam
of frequency 𝜈; either the photodestruction of R−

or the appearance of the scattered electrons, e− are
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monitored [21–23, 43, 68, 77]. For experimental
ionization energies (IE) and electron affinities (−EA),
see Tables 1.A.13, 1.A.20–1.A.22.

ΔrH
∘(M + e− → M−) = −EA(M)
= Δf H

∘(M−) − Δf H
∘(M) (1.66)

ΔrH
∘(R− + h𝜈 → R• + e−) = −(−EA(R•))
= Δf H

∘(R•) − Δf H
∘(R−) (1.67)

Problem 1.18 Interpret the relative ionization ener-
gies of HO•, HS•, and HSe•. Interpret the relative
ionization energies of halide radicals. What makes
the trends observed?

Problem 1.19 Why is the hydride anion more stable
than hydrogen radical in the gas phase?

Problem 1.20 Interpret the differences in electron
affinities between alkyl, alkenyl, and alkynyl radicals.

1.9 Homolytic bond dissociations;
heats of formation of radicals

The relationship between reactivity and structure of
molecules, or fragments of molecules, constitutes the
basis of the molecular sciences. The knowledge of
reliable specific BDEs, i.e. particularly the variation
in bond strength with changes in structure, provides
quantitative information about structure–reactivity
relationships. Various correlations between bond
lengths (Table 1.A.6) and other properties have
been reported [25, 78–80]. Bond lengths (r, in Å)
of typical carbon–carbon bonds in compounds
R–R correlate linearly with BDEs (BDE taken as
ΔrH∘(R–R ⇄ 2R•), kcal mol−1) in the full range
of single, double, and triple bonds with equation
r = 1.748− 0.002 371⋅(BDE) for which a correlation
coefficient of 0.999 998 4 is obtained using a data set
of 41 compounds with C—C bonds ranging from 1.20
to 1.71 Å [81]. Examples are given below:

r (Å) BDE
(±2 kcal mol−1)

HC≡CH ⇄ 2:CH• 1.203 229.9
H2C=CH2 ⇄ 2:CH2 1.339 172.2
HC≡C—C≡CH ⇄ 2HC≡C• 1.384 155.0
Ph—Ph ⇄ 2Ph• 1.48 118.0
CH2=CH—CH=CH2 ⇄ 2CH2=CH• 1.467 116.0
Me—Me ⇄ 2Me• 1.535 89.7
t-Bu—t-Bu ⇄ 2t-Bu• 1.572 68.8
PhCH2—CH2Ph ⇄ 2Bn• 1.58 66.6
Et3C—CEt3 ⇄ 2Et3C• 1.635 51.0
Ph3C—CPh3 ⇄ 2Ph3C• 1.72 16.6

1.9.1 Measurement of bond dissociation
energies

The BDEs of diatomic molecule A–B have been
defined in Figure 1.3 (Morse potential). We con-
sider now the standard homolytic bond dissociation
enthalpies DH∘(R•/X•) and the enthalpy change
involved in breaking 1 mol of compound R–X under
1 atm. and at 25 ∘C into two fragments R• and X•

(Tables 1.A.7–1.A.11, 1.A.13, 1.A.14). In practice,
DH∘(R•/X•) is taken as BDE of R–X [82–84]. Thus,
for equilibrium (1.68):

R − X ⇄ R• + X•

the BDE ≅ DH∘(R•∕X•)
= Δf H

∘(R•) + Δf H
∘(X•) − Δf H

∘(RX) (1.68)

where ΔfH∘(R•) and ΔfH∘(X•) are the standard heats
of formation of radicals R• and X•, respectively [85].
To measure DH∘(R•/X•), the equilibrium constants
K (1.68) must be measured at different temperatures
(Van’t Hoff experiments). An example is given by
the low-pressure pyrolysis of hexa-1,5-diene that
equilibrates with 2 equiv. of allyl radical (Eq. (1.69))
between 625 and 900 K [86].

625–900 K

2

Kr

(1.69)

DH∘(allyl•/allyl•) = ΔrH∘(1.69) = 2⋅ΔfH∘(allyl•)−ΔfH∘
(hexa-1,5-diene) = 56.1 kcal mol−1;
ΔrS∘(1.69) = 34.6± 10.6 eu
ΔfH∘(allyl•) = 1/2{ΔrH∘(1.69)−ΔfH∘(hexa-1,5-diene)} =
39.1± 1.6 kcal mol−1

In this method, both Le Châtelier’s principle (low
pressure) and translational entropy makes the frag-
mentation favored at high temperature (positive reac-
tion entropy, the −TΔrST term is negative and thus
tends to cancel the positive heat of reaction ΔrHT ).
Standard homolytic bond dissociation enthalpy
(or bond energy) DH∘(allyl•/allyl•) = ΔrH∘(1.69).
It measures the “glue” that keeps the two allyl
radicals together in hexa-1,5-diene, whereas the
−TΔS term is a probability factor that favors two
molecules (or molecular fragments), more so at
higher temperatures (Section 2.6). Most organic and
organometallic compounds decompose on heating.
Therefore, low-pressure pyrolysis cannot be used
to measure equilibrium constants K (1.68) for such
fragmentations, except for systems generating rel-
atively stable product radicals that can equilibrate
with the precursor at relatively low temperature.
One such example is given above with equilibrium
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(1.69). A second example is given with equilib-
rium (1.70) for which the hexasubstituted ethane
(CF3S)3C—C(SCF3)3 is split into 2 equiv. of (CF3S)3C•

radical, the concentration of which is measured by
electron spin resonance (ESR) for benzene solutions
[87]. One obtains ΔrH(1.70) = 13.7 kcal mol−1 and
ΔrS(1.70) = 3.6 eu, with K (1.70) = 7.5× 10−10 M at
20 ∘C. The relatively small value found for the entropy
of reaction suggests that a specific solvation effect
influences the equilibrium (1.70). Because of the
higher polarizability of radicals (CF3S)3C• compared
with its precursor (CF3S)3C—C(SCF3)3, benzene
molecules interact more strongly with the radicals
than with the reactant. This interaction immobilizes
molecules of benzene around the (CF3S)3C• solute, so
that the increase of the number of species (increase of
translation entropy) arising from the fragmentation
is compensated by loss of translation and rotation
degrees of freedom for solvent molecules.

C C

SCF3

SCF3

F3CS

F3CS

F3CS
SCF3

1.74 Å B-strain

F-strain

SCF3

C
F3CS SCF3

2

K

Benzene

(1.70)

If equilibrium (1.70) was not affected by spe-
cific solvation effects, and assuming its variation
of entropy to be associated exclusively by changes
in the degree of translational levels, one calculates,
with Strans= 6.86⋅logMr(g)+ 11.44⋅log T − 2.31 eu,
ΔrS∘(1.70)trans = 31 eu, which is significantly larger
than the experimental value (3.6 eu). The crystal
structure of (CF3S)3C—C(SCF3)3 demonstrates that
this compound possesses an unusually long C—C
single bond length of 1.74 Å (see above, Section 1.8).
Furthermore, one observes that the three C—S bonds
about each carbon center of the ethane moiety are
almost coplanar (strongly deviating from the clas-
sical tetrahedral structure). This is due to the bulk
of the CF3S groups, which repel each other. In the
(CF3S)3C moiety, there is “Back strain” (or B-strain)
among the CF3S groups that makes the S—C—S
bond angle larger than 109∘, and “Front strain” (or
F-strain) between the two (CF3S)3C moieties (see
Section 2.5.1). These steric, repulsive interactions
destabilize (CF3S)3C—C(SCF3)3 with respect to the
two radicals •C(SCF3)3 and reduce the bond energy
of the hexasubstituted ethane.

Activation parameters (Section 3.3) for reaction
(1.70) are Δ‡H = 21 kcal mol−1 and Δ‡S = 7.5 eu
(Figure 1.12). Apparently, there is less order in the
transition state of the homolytical process than in the

R–R

2R•

Reactant

Products

Transition
state

7.3

13.7 kcal mol–1

(0)

13.7

21

H (kcal mol–1)

Figure 1.12 Enthalpy diagram for homolysis (1.70).

products of the reaction. This is consistent with the
intervention of a specific solvation effect that implies
fewer molecules of benzene around the transition
state than around the radicals. In the case of the
homolysis of ethane into two methyl radicals in the
gas phase (equilibrium (1.71)), Δ‡S(1.71) = 17.2 eu,
which corresponds to a fraction (about 50%) of the
reaction entropy, estimated to be ΔrS∘(1.71)≈ 32 eu.

CH3 − CH3 ⇄ 2CH3
• (1.71)

ΔrH
∘(1.71) = ΔH∘(Me•∕Me•) = 2 ⋅ Δf H

∘(Me•)
− Δf H

∘(ethane) = 89.7 kcal mol−1

t-Bu − CH3 ⇄ t-Bu• + CH3
• (1.72)

= DH∘(t-Bu•∕Me•) = Δf H
∘(t-Bu•) + Δf H

∘(Me•)
− Δf H

∘(neopentane) = 81.8 kcal mol−1

t-Bu − t-Bu ⇄ 2t-Bu•ΔrH
∘ (1.73)

= DH∘(t-Bu•∕t-Bu•) = 2 ⋅ Δf H
∘(t-Bu•)

− Δf H
∘(Me3C − CMe3) = 68.8 kcal mol−1

Figure 1.12 indicates that the recombination of two
radicals R• = (CF3S)3C• to form R—R = (CF3S)3C—C
(SCF3)3 has an activation enthalpy of 7.3 kcal mol−1.
This renders the recombination of the two radicals
much slower than diffusion limited (kD ≈ 1010 M−1s−1).
The data demonstrate that the activation enthalpy
Δ‡H of a homolytic dissociation cannot be consid-
ered as equivalent to the bond dissociation enthalpy
(energy), DH∘(R•/X•). The recombination of two
radicals that are polyatomic species requires a change
in geometry and a change in solvation (for reactions
in solution) as a bond is formed. Most homolytic
bond dissociation enthalpies have been measured
by indirect methods, for instance by the method of
radical buffers that can be applied to homolyses in
the gas phase and in solution [88–90]. The equi-
librium constant of equilibrium (1.74) is measured
directly as a function of temperature, providing ΔrHT

(1.74). One can write equilibrium (1.74′) for which
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ΔrH∘(1.74′)=DH∘(R•/X•)−DH∘(X•/Y•)=ΔrH∘(1.74).
If DH∘(X•/Y•) is known, DH∘(R•/X•) is determined by
the relationship (1.75). In practice, and for reactions
in the gas phase, Y• = Cl•, Br• or I•. Concentrations
of reactants and products are determined by mass
spectrometry [88–90].

Y• + R − X ⇄ R• + X − Y (1.74)

Y• + X• + R − X ⇄ R• + X − Y + X• (1.74′)

DH∘(R•∕X•) = ΔrH
∘(1.74) + DH∘(X•∕Y•) (1.75)

For reactions in solution, the concentration
of the radicals can be determined by ESR. An
example is given with the measurements of the
heats of formation of alkyl radicals in isooctane
with that of the methyl radical serving as standard
(ΔfH∘(Me•) = 34.8 kcal mol−1). Typically, an isooc-
tane solution of 0.5 M di-tert-butyl hyponitrite, 0.5 M
triphenylarsine or triphenylboron, and 0.1–2.0 M of
the two alkyl iodides is heated in the ESR spectrom-
eter cavity and the radical concentration measured.
The reaction of phenyl radical (Ph•) produced by
reaction (1.77) of the tert-butoxy radical (t-BuO•)
with AsPh3 is irreversible. The phenyl radical reacts
rapidly (k > 105 M−1s−1) with alkyl iodides RI and
R′I generating radicals the corresponding R• and R′•

and stable PhI. This reaction (1.78) is also essentially
irreversible. Radicals R• and R′• equilibrate with their
iodides RI and R′I, respectively (equilibria (1.79)).
Thus, the relative concentration of radicals R• and R′•

is given by K (1.79).

t-Bu − O − N = N − O − t-Bu → 2t-BuO• + N2

(1.76)

t-BuO• + Ph3As → t-BuO − AsPh2 + Ph• (1.77)

Ph• + R − I∕R′ − I → Ph − I + R•∕R′• (1.78)

R• + R′ − I ⇄ R − I + R′• (1.79)

Tributylstannyl radical produced by the photolysis
of hexabutyldistannane (reaction (1.80)) can also be
used as a radical initiator. Irreversible reaction (1.81)

generates radicals R• and R′• that are equilibrated, as
above, with their iodides [91].

Bu3Sn SnBu3 2 Bu3Sn
hν (1.80)

Bu3Sn⋅ + R − I∕R′ − I → Bu3Sn − I + R⋅∕R′⋅ (1.81)

Photoacoustic calorimetry (PAC) [92] and time-
resolved photoacoustic calorimetry (TR-PAC) [93]
are increasingly being used to determine bond disso-
ciation enthalpies in solution [94]. The PAC technique
involves the measurement of a volume change that
occurs when a laser pulse strikes a solution containing
the reactants and initiates a chemical reaction. This
sudden volume change generates an acoustic wave
that can be recorded by a sensitive microphone such
as ultrasonic transducer. The resulting photoacoustic
signal can be analyzed in terms of rate and equilib-
rium constants of the reaction under investigation.
Tables 1.A.7 and 1.A.8 give standard homolytic bond
dissociation enthalpies for a collection of σ-bonded,
organic compounds, as well as the enthalpies of for-
mation of the radicals formed in these homolyses.
These data constitute the basis of quantitative physical
organic chemistry. Bordwell has proposed a simple
method of estimating the BDEs DH∘(A•/H•) in weak
acids A–H. The method uses empirical equation
(1.82), an equation based on a thermodynamic cycle
(Figure 1.13).

DH∘(A•∕H•) = 1.36 ⋅ pKa + Eox(A−)
+ 73.3 kcal mol−1 (1.82)

The pK a values in the DMSO of the acids AH
(Table 1.A.24), which are accurate to ±0.2 pK a unit,
are multiplied by 1.36 (see Eq. (1.8)) to convert pK a
units to kcal mol−1 (at 298 K, ΔrG∘(AH ⇄ A− +H+) =
1.36⋅pK a with pK a = −log([A−][H+]/[AH]), and the
oxidation potentials of their conjugate bases, Eox(A−)
in DMSO, in kcal mol−1. The method has been applied
to estimate DH∘(A•/H•) of acidic C—H, N—H, O—H,
and S—H bonds [95–98].

Problem 1.21 Why is there no linear relationship for
the homolytic bond dissociation enthalpies DH∘(Me•/
Me•) = 89 kcal mol−1, DH∘(t-Bu•/Me•) = 81.8 kcal
mol−1, and DH∘(t-Bu•/t-Bu•) = 68.8 kcal mol−1?

A H A + H

A + H A + H

DHo(A•/H•)

ΔrG
o = 1.36 pKa DMSO DMSO –Eox(H

•) = 73.3 kcal mol–1

Eox(A
–)

in DMSO

Figure 1.13 Thermodynamic cycle for the estimation of
DH∘(A•/H•) of weak acids in DMSO (Eox = IE in DMSO).
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Problem 1.22 Why is the homolytic dissociation
enthalpy of HF higher than that of HCl?

Problem 1.23 Why are oxygen-centered radicals
more reactive than analogous carbon-centered
radicals?

1.9.2 Substituent effects on the relative
stabilities of radicals

Substituent effects are a fundamental aspect of phys-
ical organic chemistry. As we shall see (Chapter 2),
the additivity rules for thermodynamic properties of
molecules allow one to “transport” a property of a
molecular fragment from one molecule to another
one. The substituent effects on the relative stabilities
of primary alkyl radicals can be defined by Eq. (1.83)
[99].

ES = DH∘(CH3
•∕X•) − DH∘(R − CH2

•∕X•) (1.83)

For X = H, the values of ES given in Table 1.A.9 are
obtained.

All substituents R stabilize carbon-centered rad-
icals, except CF3 that destabilizes a primary alkyl
radical by about 3 kcal mol−1 (this arises presumably
from the strong hyperconjugative stabilization of the
trifluoroalkane CF3CH3, Sections 1.7.4 and 4.8.5). For
monosubstituted methanes with one substituent R,
the radical stabilization enthalpy RSE(S) = ES is given
by Eq. (1.83). If X is larger than H, or more polar than
H, there can be stabilization (see enthalpic anomeric
effect, hydrogen bridging, Section 2.7.9) or destabi-
lization (cyclic strain, front-strain, see reaction (1.70)
and Section 2.6.8) effects in the precursors that are not
present in the radicals R—CH2

• and X•. Accordingly,
polysubstituted methane derivatives may show RSE
that are not additive with the ES values defined by Eq.
(1.83). For secondary and tertiary alkyl radicals, C—H
bond homolytic dissociation enthalpies in DMSO
and RSE are given in Table 1.A.10. These values were
derived by measuring the heat of dissociation of
ΔrH(1.84) (van’t Hoff plot, ESR in solutions, no effect
of solvent polarity). They include corrections for the
“Back-strain” and “Front-strain” (Section 2.5.1) in the
precursors that are not present in RR′R′′CH and in
radicals RR′R′′C•, as well as corrections for differen-
tial electrostatic interactions between substituents R,
R′, and R′′ (Rüchardt’s values [100–103]).

R R

R′′ R′′
R′R′

R

R′ R′′
2

K = f(T)

ΔrH(1.84)

(1.84)

Problem 1.24 Give an interpretation for the better
stabilizing effect of 4-amino than of 4-CN and 4-nitro
group in 4-substituted phenoxyl radicals.

Problem 1.25 Compare the N—H homolytic bond
dissociation enthalpies of amines (Table 1.A.11) and
explain the nonadditivity of phenyl substitution on the
stability of nitrogen-centered radical.

Problem 1.26 Calculate the standard gas-phase heat
of reaction of the following additions:

R• + CO ⇄ RCO• for R = Ph,Me, t-Bu

Et• + MeCOMe ⇄ EtC(Me)2C—O•

Et• + acetone ⇄ EtO—C•Me2

Et• + cyclopentene ⇄ 2-ethylcyclopentyl•

Problem 1.27 What is the preferred regioisomeric
adduct of the following equilibria?

+ ?Et
(a)

+ ?

O

NEt

Et

(b)

+ ?

CN

COOMe

Et

(c)

+ ?

O

Me

Et

(d)

1.9.3 𝛑-Conjugation in benzyl, allyl,
and propargyl radicals

Table 1.A.11 gives the homolytic O—H, N—H, and
C—H bond dissociation enthalpies as obtained by the
Bordwell’s method in DMSO (Eq. (1.82)). A simple
estimate of the phenyl substituent effect on the stabil-
ity of primary alkyl radicals is given by the difference
DH∘(n-Pr•/H•)−DH∘(PhCH2

•/H•) = 101.1− 89.0≅
12 kcal mol−1. For primary nitrogen-centered radi-
cals, the same phenyl substituent effect is found by
comparing DH∘(MeNH•/H•) = 100 kcal mol−1 and
DH∘(PhNH•/H•) = 88 kcal mol−1. In the case of
oxygen-centered radical, the phenyl substituent
stabilization is significantly larger; it amounts to
18 kcalmol−1 by comparing DH∘(EtO•/H•)=104.5kcal
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DH°(EtCH2
• /H•) = 101.1

DH°(EtO•/H•) = 104.5

DH°(PhCH2
• /H•) = 89 kcal mol–1

DH°(PhO•/H•) = 86.5 kcal mol–1

ΔDHo ≅ 12 kcal mol–1 ⇒ π-conjugation in PhCH•
2

ΔDHo ≅ 18 kcal mol–1 ⇒ π-conjugation in PhO•

(larger electron demand than in PhCH•
2)

(a)

R Z R Z R Z

SOMO of PhCH2
•(b) SOMO of PhO•

Figure 1.14 Interpretation of the relative
stability of benzyl and phenyloxy radicals by
(a) the valence bond theory, (b) the quantum
calculations; SOMO’s of PhCH2

• and PhO•

showing electron delocalization to the ortho
and para positions of the phenyl substituent
(UHF/6-31G* calculations).

mol−1 and DH∘(PhO•/H•) = 86.5 kcal mol−1 (gas
phase). This can be attributed to the greater elec-
tronegativity of oxygen atom than those of nitrogen
and carbon atoms. The higher the electronegativity
of the radical center, the higher its electron demand;
phenyl donates electron density and stabilizes the
radical. The stabilization effect introduced by phenyl
substitution of a radical can be interpreted in terms of
valence bond or resonance theory that implies delo-
calization of the unshared electron into the benzene
ring as shown in Figure 1.14a. This interpretation
is supported by quantum mechanical calculations.
Delocalization of the spin by π-conjugation is indi-
cated by the computed highest energy singly occupied
molecular orbitals (SOMOs, Section 4.5.2) calculated
for these species (Figure 1.14b).

Substitution of the phenyl group in PhCH2
• and

PhO• at the ortho or para positions will influence the
relative stabilities of these radicals, as those are the
sites of significant odd electron density. In agreement
with these predictions, phenol and 3-methoxyphenol
(Table 1.A.11) have similar OH homolysis energies,
whereas para-methoxy substitution provides an extra
stabilization of c. 6 kcal mol−1. Because of the radical
delocalization into the phenyl ring, substitution of
benzyl radical by a phenyl group to make a benzhydryl
(diphenylmethyl) radical introduces a stabilization of
c. 7.5 kcal mol−1, which is less than the 12 kcal mol−1

observed for the exchange of an ethyl substituent for
a phenyl group in primary alkyl radical (Figure 1.15),
demonstrating the nonadditivity of phenyl sub-
stituent effects on the stability of alkyl radicals.
Comparison of DH∘(Ph2CH•/H•) = 82 kcal mol−1 to

DH∘(Ph3C•/H•) = 81 kcal mol−1 (Bordwell’s values
in DMSO, Table 1.A.11) provides another example.
The absence of stabilization of the benzhydryl radical
by a third phenyl substitution is due both to the
diminishing effect of delocalization and because the
three geminal phenyl rings cannot all be coplanar for
optimal radical delocalization. Gauche interactions
between the ortho hydrogen atoms force the trityl
(triphenylmethyl) radical to adopt a propeller shape
(Figure 1.15a).

DH∘(PhCH2
•∕H•) = 89 kcal mol−1 (gas phase)

DH∘(Ph2CH•∕H•) = 81.4 kcal mol−1 (82 in DMSO)

DH∘(Ph3C•∕H•) = 81 kcal mol−1 (DMSO)

Comparison of the homolytic C—H bond dis-
sociation enthalpies DH∘(CH3CH2CH2

•/H•) and
DH∘(CH2=CHCH2

•/H•) (Table 1.A.7) shows a differ-
ence of c. 15 kcal mol−1 that can be attributed to the
delocalization of the allyl radical.

ΔDH° ≅ 15 kcal mol–1

Allyl π-conjugation:

DH°(n-Pr•/H•) = 101.1 kcal mol–1

DH°(allyl•/H•) = 86.3 kcal mol–1

A similar observation is made with cyclopentane
and cyclopentene.
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Figure 1.15 (a) Structure of trityl radical
obtained by UHF calculations,
(b) representation of its SOMO (singly
occupied molecular orbital, Section 4.5).

(a) (b) SOMO of Ph3C•

H
+ H

• DH°(R•/H•) = 94.8 kcal mol–1

52.1 kcal mol–1ΔfH°: –18.7 24

H

52.1 kcal mol–138

52.1 kcal mol–158

52.1 kcal mol–113.9

52.1 kcal mol–146.2

H

H

~13 kcal mol–1

2.4 kcal mol–1

22.6 kcal mol–1

8.6ΔfH°:

31ΔfH°:

–29.5ΔfH°:

25.4ΔfH°:

25.8ΔfH°:

DH°(R•/H•) = 81.5 kcal mol–1

DH°(R•/H•) = 79.1 kcal mol–1

DH°(R•/H•) = 95.5 kcal mol–1

DH°(R•/H•) = 72.9 kcal mol–1

DHo(R•/H•) = 72.5 kcal mol–1

+ H
•

+ H
•

+ H
•

+ H
•

Introduction of a second double bond in cyclopen-
tene generates cyclopentadiene for which the C—H
homolytic bond dissociation enthalpy DH∘(c-C5H5

•/
H•) = 79.1 kcal mol−1, only 2.4 kcal mol−1 lower
than DH∘(cyclopent-2-enyl•/H•) = 81.5 kcal mol−1.
In this case, there is a massive nonadditivity effect
for the second vinyl group conjugation. Compar-
ing DH∘(cyclohexyl•/H•) = 95.5 kcal mol−1 with
DH∘(cyclohexa-2,4-dienyl•/H•) = 72.9 kcal mol−1

gives a stabilization energy of 22.6 kcal mol−1, about
twice the allylic conjugation effect observed with
cyclopentane and cyclopentene (c. 13 kcal mol−1).
It is thus evident that cyclopentadienyl radical suf-
fers from some destabilization effect compared

with its homolog, the cyclohexa-2,4-dienyl radical
(DH∘(cyclopentyl•/H•)−DH∘(cyclopentadienyl•/H•)
= 15.7 kcal mol−1 vs. DH∘(cyclohexyl•/H•)−DH∘
(cyclohexa-2,4-dien-1-yl•/H•) = 22.6 kcal mol−1).
Simple applications of resonance theory imply that
the stability of π-conjugated cation, anion, or rad-
ical depends on the number of equivalent limiting
structures one can write for these species. However, a
larger number of limiting structures does not always
lead to a more stable species for cyclic systems, a
result of the fact that not all resonance structures
can mix with each other. Hückel’s rule and aro-
maticity/antiaromaticity of cyclic conjugated systems
are the result of such factors (Section 4.5). Not like
cyclopent-2-enyl, cyclohex-2-enyl, and cyclohexa-
dienyl radicals, cyclopentadienyl radical does not
have any C—H bonds that hyperconjugate with the
π-system (Section 4.8).

3 limiting-structures:
π-Conjugation
stabilization of
c. 23 kcal mol–1

5 limiting-structures: π-conjugation stabilization of c.
16 kcal mol–1!

A similar observation is made for the C—H
homolytic bond dissociation enthalpies of cyclo-
propane vs. cyclopropene and propane vs. propene.
In this case, neither allyl radical nor cyclopropenyl
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radical have C—H bonds that hyperconjugate with
the π-systems.

2 limiting-structures:
allylic stabilization
~13.6 kcal mol–1

3 limiting-structures:
cyclopropenyl stabilization
~14  kcal mol–1

Comparison of DH∘(cycloheptyl•/H•) = 95.5 kcal
mol−1 and DH∘(cycloheptatrienyl•/H•) = 67.4 kcal
mol−1 suggests a π-stabilization in cyclopenta-
trienyl radical of c. 28 kcal mol−1 for which 7 equiv.
limiting structures can be written. Although the
substituent effects on the relative stabilities of alkyl
radicals are not additive, further conjugation of
an allyl radical by vinyl substitution does increase
its stability. β-Carotene has antiradical properties,
and anticancer activity, because it can equilibrate
with diradicals arising from the rotation about its
C(13)—C(14) and C(15)—C(16) double bonds, at
37 ∘C already. This hypothesis is confirmed by
the activation parameters (Δ‡H , Δ‡S, Section 3.3)
measured for the (E) ⇄ (Z) isomerizations of the
polyolefins of Table 1.A.12. These data allow the
evaluation of stabilization due to π-conjugation in
allyl, penta-2,4-dien-1-yl, hepta-2,4,6-trien-1-yl, and
nona-2,4,6,8-octatetraen-1-yl radical. They amount to
c. 13.5, 17, 19, and 21 kcal mol−1, respectively. In this
case, one finds that the larger the number of limiting
structures of the conjugated radical, the greater is its
relative stability [27].

13 15

β-Carotene

The stabilization of a radical by conjugation with
a triple C≡C bond (propargyl radical) amounts to c.
14 kcal mol−1 for primary alkyl radicals, as given by
the difference between DH∘(CH3CH2CH2

•/H•) =
100.1 kcal mol−1 and DH∘(HC≡C—CH2

•/H•) =
86.5 kcal mol−1 (Table 1.A.13).

c. 14 kcal mol–1 of stabilization

Problem 1.28 If you had to propose good radi-
cal scavenging agents, which compounds listed in
Table 1.A.11 would you choose?

R X R + X
DH°(R+/X–)

DH°(R•/X•)

R
•

R + X
•

IE(R•)
X

•
+

–EA(X•)

Figure 1.16 Thermodynamic cycle for the determination of
heterolytic bond dissociation enthalpy:
DH∘(R+/X−−) = DH∘(R•/X•)+ IE(R•)+ (−EA(X•)).

1.10 Heterolytic bond dissociation
enthalpies

The standard heterolytic bond dissociation enthalpy
DH∘(R+/X−) for a compound, R—X, is given by
the heat of the equilibrium reaction (1.85) in the gas
phase, at 25 ∘C and under 1 atm.
(Tables 1.A.13–1.A.16).

R − X ⇄ R+ + X− (1.85)

DH∘(R+∕X−) = Δf H
∘(R+) + Δf H

∘(X−) − Δf H
∘(RX)

1.10.1 Measurement of gas-phase heterolytic
bond dissociation enthalpies

The direct measurement of equilibrium constant
K (1.85) in the gas phase is not possible, as pyrolysis of
R–X in the gas phase will not give cations and anions,
but rather radicals. In order to evaluate DH∘(R+/X−),
a Born–Haber thermodynamic cycle must be applied
as shown in Figure 1.16. The homolytic bond disso-
ciation enthalpy DH∘(R•/X•), the ionization enthalpy
IE(R•) of radical R•, and the electron affinity −EA(X•)
of radical X• can be used to estimate DH∘(R+/X−)
[104–108].

Problem 1.29 Compare the gas-phase heterolytic
BDEs ROH ⇄ RO− +H+ for methanol, ethanol, iso-
propanol, and tert-butanol. Is the trend the same in
solution?

Problem 1.30 Diazotization of primary alkyl amines
with NaNO2/HCl/H2O at 0 ∘C leads to mixtures of
alcohols, chlorides, and alkenes with the evolution
of N2. The same reaction with aniline and other aro-
matic primary amines generates at 0 ∘C persistent
diazonium salts that decompose with N2 evolution on
heating above 60 ∘C. Why is there this difference in
behavior between the diazonium salts resulting from
alkyl and aryl primary amines?
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1.10.2 Thermochemistry of ions in the gas
phase

High-pressure mass spectrometry (MS) and ICR
techniques [109–121] allow one to measure equi-
librium constants for ion/molecule reactions such
as proton transfers (1.86) [113b, 122, 123], hydride
transfers (1.87) [124, 125], and halide transfers (1.88)
[126]. Van’t Hoff plots provide the heats and entropies
of these equilibria in the gas phase with high accuracy
[127, 128].

A + AH+ ⇄ A + BH+ (1.86)

R − H + R′+ ⇄ R+ + R′ − H (1.87)

R − X + R′+ ⇄ R+ + R′ − X (1.88)

The gas-phase proton affinity PA(A) of a compound
A is defined as

PA(A) = ΔrH
∘(1.89) = Δf H

∘(A)
+Δf H

∘(H+) − Δf Ho(AH+)
AH+ ⇄ A + H+ (1.89)

The hydride affinities HA(R+) of carbenium ions R+

are defined as

HA(R+) = ΔrH
∘(1.90) = Δf H

∘(R+)
+Δf H

∘(H−) − Δf H
∘(R − H)

R − H ⇄ R+ + H− (1.90)

and halide affinities of carbenium ions R+ are
defined as

ΔrH
∘(1.91) = Δf H

∘(R+) + Δf H
∘(X−) − Δf H

∘(RX)

R − X ⇄ R+ + X− (X− = halide anion) (1.91)

A collection of proton affinities is given in
Table 1.A.15 for amines and other Lewis bases and for
alkenes and benzene derivatives. Comparison of these
data allows one to define substituent effects on the rel-
ative stabilities of ammonium ions, alkoxonium ions,
sulfonium ions, phosphonium ions, and carbenium
ions. We note that the stabilization effect of methyl
substituents on cations with an octet of electrons
(ammonium, oxonium, sulfonium, and phospho-
nium ions) is weaker than for carbenium ions with
a sextet of electrons. For carbenium ions in the gas
phase, the ethyl substituent stabilizing effect is larger
than the methyl substituent stabilization effect (e.g.
ΔrH∘(Me3C+ +Me2(Et)C—H→Me3C—H+Me2(Et)
C+) = −2.8 kcal mol−1). In solution, steric hindrance
to solvatation compensates for this difference and
generally makes the larger cation or anion less stable

than the smaller ones (Baker–Nathan effect). The
larger the acyclic alkyl cation, the more stable it is
because 2p(+)/𝜎(C—C) hyperconjugation is more
stabilizing than 2p(+)/𝜎(C—H). However, hypercon-
jugation (𝜋/𝜎 interaction) is not the unique cause
of alkyl substituent effects. Under the influence of
charge (positive or negative), σ-bonds are also polar-
ized. This creates induced dipoles that contribute to
the stabilization of the cation or anion. The electro-
static field model for substituent effects considers
two contributions: the substituent dipole/charge
stabilization V c = −(q𝜇|cos 𝜃|)/𝜀r2 or destabilization
V c = (q𝜇|cos 𝜃|)/𝜀r2 and the stabilization due to the
substituent polarizability (induced dipole, hypercon-
jugation, conjugation) V I = −(q2𝛼)/2𝜀r4, where q is
the charge, 𝜇 is the permanent dipole of the sub-
stituent, 𝜃 is the angle it makes with the lines of the
electrical field created by the charge, 𝜀 is the dielectric
constant of the medium, 𝛼 is the polarizability of
the substituent, and r is the distance separating it
from the charged center. Substituent effects are not
strictly additive. The larger an ionized species, the
more delocalized is the charge, and the weaker is the
substituent effect. Substituent effects depend on the
electronic demand of the ions as shown by equilibria
(1.92)–(1.94).

H2C = CH2 + i-Pr+ ⇄

Me − CH = CH2 + Et+ (1.92)
ΔrH

∘(1.92) = PA(propene) − PA(ethylene)
= 19.4 kcal mol−1

PhCH = CH2 + Ph(Me)2C+ ⇄

Ph(Me)C = CH2 + Ph(Me)CH+

ΔrH
∘(1.93) = PA(𝛼-methylstyrene)

−PA(styrene) = 5.9 kcal mol−1 (1.93)

H H

Me

H H

Me

++

(1.94)

ΔrH∘(1.94) = PA(toluene)−PA(benzene) = 6.5 kcal mol−1

=ΔfH∘(C6H7
+)+ΔfH∘(toluene)−ΔfH∘(PhH)−ΔfH∘

(MeC6H6
+)

Comparison of proton affinities of H2O (170.3),
H2S (173.9), H2Se (174.8), AsH3 (180.9), PH3 (187.3),
and NH3 (202.3 kcal mol−1) shows that the proton
affinity of these bases diminishes with the increasing
electronegativity of the heteroatoms for the series
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O, S, and Se but increases with electronegativity
for series N, P, and As! The fact that HC≡N (174.5)
and H2C=O (174.6 kcal mol−1) have similar proton
affinities suggests that the triply bonded nitrogen
atom has similar electronegativity as the doubly
bonded oxygen center. Substitution of an alkyl group
by a fluoro substituent destabilizes a cation because
of the permanent dipole created by the C—X bond.
The same trend is observed for chloro substitution
of alkyl groups. However, these substituents (F and
Cl) can also stabilize small carbenium ions (e.g.
ΔrH∘(Me+ + FCH2—H→Me—H+ F—CH2

+) =
−22.6 kcal mol−1, ΔrH∘(FCH2

+ + F2CH—H→ FCH2
—H+ F2CH+) = −5.7 kcal mol−1, but ΔrH∘(F2CH+ +
F3C—H← F2CH—H+ F3C+) = 15.1 kcal mol−1).
Thus, when the electron demand is high (localized
positive charge), n(X:)/2p(+) conjugation intervenes
and stabilizes the cation. The proton affinity of
methanol (182.2) is 7.6 kcal mol−1 higher than
that of formaldehyde (174.6). Thus, oxygen centers
in alcohols appear to be more basic than doubly
bonded oxygen centers in similar environment (alkyl
and hydrogen substituents). Similarly, one finds
PA(MeNH2) about 9 kcal mol−1 higher than PA
(CH2=NH), itself 36.8 kcal mol−1 higher than PA
(HC≡N).

Carbenium ions react in the gas phase with alkanes
[117, 118, 127, 129] and silanes [127, 128, 130–135]
via bimolecular processes involving hydride transfers
(1.87) (Tables 1.A.15 and 1.A.16). These reactions
occur with rate constants from 2× 106 to 3× 1010

dm3 mol−1 s−1, which correspond to high collisional
efficiencies of 10−4 to 1. Groups other than hydride
can be transferred in collisions of carbenium ions with
neutral molecules, such as halide (1.88), methide, and
ethide anions (equilibria (1.95)).

++R+ R X R′+

X = Me, Et
R′ X

(1.95)

Problem 1.31 Explain the difference in het-
erolytic bond dissociation enthalpies DH∘(cyclopent-
2-enyl+/H−), DH∘(cyclopentadienyl+/H−), and DH∘
(tropylium+/H−).

Problem 1.32 Ethyl cation and methylsilicenium
ion are both primary cations. Explain the data of
Table 1.A.16 in particular ΔrH∘(Et+ +MeSiH3 ⇄
MeSiH2

+ +EtH) = −20 kcal mol−1. Why is this value
not closer to zero?

1.10.3 Gas-phase acidities

The Gibbs free energies of equilibria ΔrG∘(1.96) in the
gas phase at 298 K give the gas-phase acidities of com-
pounds X—H [136].

X − H(gas) ⇄ H+(gas) + X−(gas) (1.96)

Selected gas-phase acidities ΔrG(A−/H+) are
given in Table 1.A.17 and gas-phase proton affini-
ties ΔrH(R−/H+) are collected in Table 1.A.18.
Acidities in water and in DMSO (Me2SO) are
given as pKa values in Tables 1.A.23 and 1.A.24,
respectively. As shown with Eq. (1.8), ΔrGo(1.96) in
kcal mol−1 = −1.36⋅logKa, where Ka is the acidity
constant and pKa = −logKa. Using kcal mol−1 for the
Gibbs energies pKa(1.36) = ΔrGo(1.96)/1.36; they are
measured by evaluating the equilibrium constants
K (1.97) for the proton exchange reactions (1.97) in the
gas phase by high-pressure mass spectrometry or by
Fourier transform ICR mass spectrometry [114–116].

X − H + A− ⇄ X∶− + A − H (1.97)

NF3 + e− → F− + NF2 (1.98)

For instance, fluoride anion, F−, can be produced
through electron capture by NF3 (reaction (1.98)). F−

reacts with acids, XH, generating the conjugate base
X− and HF. The concentrations of XH, F−, X−, and
HF are measured once equilibrium is reached in the
reaction chamber of the spectrometer [137–141]. De
Puy et al. have used an alternative method involving
a flowing afterglow-selected ion flow tube [142–148].
In one example, an alkyltrimethylsilane reacts with
hydroxide anion to form a siliconate anion A that
expels an alkyl (k1) or a methyl anion (k2), irreversibly.
Either of these anions then reacts irreversibly with
the silanol B and C to form alkanes RH, CH4, and
the corresponding trialkylsiloxide anions D and E,
respectively (Figure 1.17). The relative amount of
the two siloxide anions D and E, reflects the ease
of formation of the two ion–dipole complexes C
and B, which in turn is determined by the relative
ease of formation of the two carbanions R− and Me−
after a statistical correction is made because of the
presence of three methyl groups and only one alkyl
group. The enthalpy difference between ion dipole
complexes B and C depends on the sum of the dif-
ferences in the R—Si and Me—Si bond strengths
as well as the electron affinities of R• and Me• as
ΔΔH(B ⇄ C) = [DH∘(R•/Si•)−DH∘(Me•/Si•)]+
[(−EA(R•))− (−EA(Me•))] [142, 148].

The existence of a correlation between these
two processes implies a linear correlation between
DH∘(R•/H•) and DH∘(R•/Si•). This is verified if
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Figure 1.17 A kinetic method for the
determination of relative gas-phase
acidities of hydrocarbons R–H. The
ratio [D]/[E] is correlated by the relative
basicities of the alkyl and methyl
anions (calibration with ΔrH∘(CH4 ⇄
Me− +H+) = 416.6 kcal mol−1, ΔrH∘
(PhH ⇄ Ph− +H+) = 401.7 kcal mol−1,
see Table 1.A.13).

Me3SiR + OH

OH

Me3Si
R

A

k1 k2

Me2 Si OH

Me

+ R

C

Me2 Si OH

R

+ Me

B

Me3SiO Me2Si O

R

D E

+ R–H + Me–H

PhCMe2

Me

Me

A

PhSiMe2 (eclipsed)

Me

Me

B

PhSiMe2 (staggered)

MeMe

C

A B (II) C (⊥)

Figure 1.18 Calculated dimethylphenylmethyl anion (A) and phenyldimethylsilyl anion (B) and (C). The carbanion PhMe2C− adopts
a planar structure for the carbanion, whereas the silicon atom is pyramidal in the silyl anion. The RHF/6-31G* HOMO of each is
shown. PhSiMe2

− has very little preference in terms of the rotation around the Ph—Si bond. The structure (B, eclipsed) in which the
lone pair of the Si center is conjugated with π-electrons of the phenyl ring is only 0.16 kcal mol−1 more stable than the conformer (C,
staggered) in which the Si lone pair resides in the π-plane (perpendicular to the π-orbitals of the phenyl ring).

Eq. (1.99) holds (experiments for alkane acidities led
to 𝛽 = 0.221).

ln[k1∕k2] = −𝛽[ΔrH
∘(RH ⇄ R− + H+)

− ΔrH
∘(Me − H ⇄ Me− + H+)] (1.99)

Squires and coworkers have evaluated gas-phase
acidities of hydrocarbons by measuring the appear-
ance potentials or AP(R−) of ions R− resulting from
the decomposition of carboxylate anion RCOO−

by collision with a flux of helium (reaction (1.100))
according to Eq. (1.101) [149, 150].

RCOO– He
(collision)

R– + CO2 (1.100)

DH∘(R−∕H+) = ΔrH∘(1.100) + DH∘(RCOO−∕H+)
+Δf H∘(RCOOH) −Δf H∘(RH)−Δf H∘(CO2)(1.101)

Van’t Hoff plots of equilibria (1.97) allow the
determination of proton affinities defined as ΔrH∘
(R—H ⇄ R− +H+) = DH∘(R−/H+) (Table 1.A.18).
Gas-phase acidities provide intrinsic substituent
effects on the relative stabilities of negatively charges
species (Table 1.A.19). Here, we compare the acidities

of alkanes and silanes (Eq. (1.101)). In the gas phase,
silyl anions are much more stable than carbanions of
similar size; for instance: [21–23, 43, 68]

ΔrG
∘(Me − H ⇄ Me− + H+) = 408.5 kcal mol−1

ΔrG
∘(H3Si − H ⇄ H3Si− + H+) = 363.8 kcal mol−1

ΔrG
∘(MeSiH3 ⇄ MeSiH2

− + H+) = 369.6 kcal mol−1

ΔrG
∘(Me2SiH2 ⇄ Me2SiH− + H+) = 373.2 kcal mol−1

ΔrG
∘(Me3SiH ⇄ Me3Si− + H+) = 377 kcal mol−1

ΔrG
∘(PhSiH3 ⇄ PhSiH2

− + H+) = 361.0 kcal mol−1

ΔrG
∘(PhSiMe2H ⇄ PhSiMe2

− + H+)
= 366.5 kcal mol−1

This is related to the higher electron affinities of silyl
than alkyl radicals, e.g. −EA(SiH3

•) = 32.4 kcal mol−1,
−EA(Me•) = 1.8 kcal mol−1. Methyl substitution of
methane increases its acidity, except for the first
methyl substitution (see Table 1.A.18). In con-
trast, the gas-phase acidity of silane is found to
decrease by approximately 3–5 kcal mol−1 with
each successive methyl substitution [151]. The
substitution of a phenyl group has essentially no
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effect on the acidity of silanes, suggesting that the
π-delocalization does not stabilize silyl anions [152].
This is in contrast to observed π-effects in carbanions,
e.g.ΔrG∘(PhCH3 ⇄ PhCH2

− +H+)= 373.7 kcal mol−1

vs. ΔrG∘(CH4 ⇄ Me− +H+) = 408.5 kcal mol−1 [153].
The striking difference in substituent effects on the

relative stability of carbanions and silyl anions has
been explored by quantum mechanical calculations:
silyl anions are pyramidal, and the C—Si bond in
PhMe2Si− anion is not shorter than the C—Si bond
in silane PhMe2SiH. The situation is quite different
in carbanions that adopt planar structures, in which
anion can donate its electrons into a π-substituent
through resonance as illustrated in Figure 1.18. Data
reported in Table 1.A.19 show similar substituent
effects on the relative stability of alcoholates, amides,
and carbanions. The data also show that the more
delocalized (the more stabilized) an anion, the weaker
the substituent effect (Table 1.1).

Problem 1.33 Compare the gas-phase hydride
affinities of the following primary alkyl cations: Et+,
n-Pr+, and n-Bu+. Why are they not the same?

1.11 Electron transfer equilibria

Heats and entropies of ionization of organic com-
pounds can be determined by Van’t Hoff plots
(measurements of equilibrium constants K as func-
tion of T) of equilibria (1.102).
R1 − H + [R2 − H]•+ ⇄ [R1 − H]•+ + R2 − H (1.102)

For many radical cations of type RH•+, heat of
formation follow an additivity rule [154].

1.12 Heats of formation of neutral,
transient compounds

We have seen already that modern techniques of
mass spectrometry, ion cyclotron resonance, and
laser spectroscopy allow one to measure thermo-
dynamic parameters of many charged molecules in
the gas phase. We now show that the same tech-
niques can be applied to measure the gas-phase
thermodynamic data of transient neutral species
such as carbenes, diradicals, and unstable organic
compounds.

1.12.1 Measurements of the heats of formation
of carbenes

Ions can be generated and stored in the gas phase
by modern mass spectrometry techniques. Ther-
mally equilibrated ions can be produced by collisions
with He atoms. These “thermal” ions can then be
transferred to a reaction chamber, where they may
react with all kinds of gaseous compounds. Collisions
with jets of Ar atoms of specific kinetic energies
can be used to determine the energetic thresh-
old for inducing reactions such as the formation
of carbenes: CX2 from anions CX3

− according to
reaction (1.103)

CX3
−+ Ar(kinetic energy) →∶CX2 + X−+Ar (1.103)

With that method, Squires and coworkers have deter-
mined the heats of formation of the following carbenes
[155–157]:

Table 1.1 Nonlinearity of substituent effects on the relative stability of carbanions and amide anions.a)

Substituent XCH3 X2CH2 Diff. X3CH Diff. Substituent XNH2 X2NH Diff.

X = H (0.0) (0.0) (0.0) X = H (0.0) (0.0)
F ≤18.0 27.0 ≤9 39.3 12.3 F 32.8
C6H5 34.8 50.3 15.5 55.7 5.4 (CH3)3Si 25.1 43.2 18.1
CF3 38.0 64.6 26.6 81.7 17.1 C6H5 37.0 52.3 15.3
CN 44.5 80.2 35.7 115.0 34.8 CH3CO 41.0 56.3 15.3
CH3CO 46.6 71.8 25.2 79.6 7.8 C6F5 54.8 79.7 24.9
C6F5 53.8 90.9 CF3CO 59.4 88.6 29.2
CF3CO 66.4 97.8 31.4 107.6 9.8 4-C5F4N 63.3 90.0 26.7
CF3SO2 68.7 106.7 38.0 117.0 10.3 CF3SO2 74.8 104.3 29.5
C4F9SO2 119.8 C4F9SO2 81.0 112.0 31.0

Blue italics are used to indicate differential substituent effects, to emphasize the non-linearity of the substituent effects on the stability of
carbon-centered and nitrogen-centered anions.
a) Taken from [153].
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:CH2 :CHCl :CHF:CClF :CCl2 :CF2 :CHCH
=CH2

:CH—Ph

ΔfH∘: 92.9 78.0 34.2 7.4 55.0 −44.0 93.3 108.2 kcal
mol−1

±0.6 ±2.0 ±3.0 ±3.2 ±2.0 ±2.0 ±2.6 ±3.5

Similarly, by Ar atom bombardment of carbene
radical anion :CXCl•− that produces Cl− and
carbynes :CX•, the following heats of formation
have been obtained: ΔfH∘(:CH•) = 142.2± 3.2,
ΔfH∘(:CF•) = 60.6± 3.4, and ΔfH∘(:CCl•) = 105.9±
3.1 kcal mol−1 [158].

1.12.2 Measurements of the heats of formation
of diradicals

In a similar manner, the heats of formation of dirad-
icals have been obtained. For instance, o-, m-, and
p-benzyne were generated from the correspond-
ing o-, m-, and p-chlorophenyl anions, which were
generated in turn through either deprotonation or
desilylation (Figure 1.19). The heats of formation of
the neutral benzynes have been determined using
dissociation induced by collision with argon atoms
(collision-induced dissociation: CID) [159]. Electron
affinities and singlet/triplet energy gap for o-, m-, and
p-benzyne have also been determined [160]. o-, m-,
and p-benzyne can be generated from 1,2-, 1,3-, and
1,4-dibromobenzene, respectively, using a molecular
beam. Using femtosecond mass spectrometry, Zewail
and coworkers established that the time required for
the two successive C—Br bond cleavages is less than
100 fs. Based on this, these didehydrobenzenes have a
lifetime of at least 400 ps [161].

In a similar manner, the heat of formation of
trimethylenemethane, a 1,3-diradical, was deter-
mined to be 90± 5 kcal mol−1 [162]. The unstable
α-lactone (oxooxirane) can be generated in the
gas phase by Ar atom bombardment of chloroac-
etate anion, and its heat of formation has also been
estimated (1.104) [163].

Ar

ΔfH°: –47.3 ± 4.7 kcal mol–1

CH2COO

Cl

[•CH2COO•] + Cl

H2C

O

O (1.104)

Another technique to produce unstable neutral
species in the gas phase implies the deprotonation
of carbocations with bases B. The reaction only
occurs if the proton affinity of the base equals or
surpasses that of the neutral species to be studied.
By this method, the heats of formation of o-xylylene,
m-xylylene, and p-xylylene have been measured

(1.105). Methyl-substituted benzyl cations are gen-
erated by ionization of the corresponding bromides
under electron impact. The nascent cations are
cooled by a helium “bath” and stored in the cavity
of a cyclotron resonance mass spectrometer and are
then allowed to react with different bases B of known
proton affinities.

CD3

CH2Br

CD3

CH2

xylylenes

ΔfH°(gas): 53 >76 50 kcal mol–1

e

– Br

+ B

– BD (1.105)

Problem 1.34 Calculate the heat of cyclopropana-
tion of ethylene with CH2: (methylene).

Problem 1.35 Calculate the heat of the addition of
trimethylenemethane to ethylene giving methylenecy-
clopentane.

Problem 1.36 What is the major product of
cyclodimerization of o-xylylene?

1.12.3 Keto/enol tautomerism

In 1904, Lapworth first suggested that enol forma-
tion is the rate-limiting step in the α-halogenation
of ketones. In contrast to the keto tautomer, which
reacts with nucleophiles, the enol (and enolate) is the
reactive form on which electrophilic additions occur
[164].

R

OH

R

OHK

Ketone Enol

Tautomers

The mass spectrum of 3-methylhexan-2-one shows
a C4H8O•+ ion. It results from the McLafferty frag-
mentation (1.106), producing propene and a C4-enol
radical cation. By measuring the appearance potential
for the formation of this ion, one can evaluate its heat
of formation:
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Cl

O

Cl

O

+

ΔfH°: 106.6 ± 3.0 kcal mol–1

Cl Cl

+

SiMe3

F
– Me3SiF

Cl Cl

+

ΔfH°: 137.3 ± 3.3 kcal mol–1

F
– Me3SiF

SiMe3

ΔfH°: 122.0 ± 3.1 kcal mol–1

–

– Cl

– Cl

– Cl

Ar
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Figure 1.19 Examples of carbanions
generated in the gas phase and
undergoing collision-induced
dissociations to form o-, m-, and
p-benzyne. The contribution of the
resonance structure in parenthesis is
negligible.

Δf H
∘(MeC(+)(OH)—C•HMe)

= Δf H
∘(3-methylhexan-2-one)

− Δf H
∘(propene) + AP(enol cation)

≅ 144 kcal mol−1

ΔfH°: 144 ± 1 kcal mol–1

O
HCH3

H

H
H

H Me

Me

O
HCH3

H

H
H

H Me

CH3

O

CH3

H

Me

H

H H

CH3 H

+

e

(1.106)

The experimental heat of formation of the resulting
keto radical cation isΔfH∘[Et(CO)Me•+]= 162± 1 kcal
mol−1, a value substantially higher than for the corre-
sponding enol cation radical.

ΔfH°: 162 ± 1 kcal mol–1

OeO

AP (1.107)

This can be interpreted in terms of the difference in
homolytic bond dissociation enthalpies between a
O—H and secondary C—H bond (see e.g. DH∘(MeO•/
H•) = 104.2 kcal mol−1, DH∘(i-Pr•/H•) = 99.4 kcal

mol−1, Table 1.A.7) and by the fact that the oxy-
gen center of the keto radical cation is not able to
effectively share its electrons with the carbenium ion,
whereas the hydroxycarbenium ion moiety of the enol
cation radical can adopt a oxonium-limiting structure
(n/𝜋 conjugation). Furthermore, the carbenium center
of the latter can stabilize the unshared electron of the
adjacent radical as shown below through resonance.

OH O O Heptet

–H

OH OH OH Octet

–H

OH

Radical/carbenium
ion delocalization

Less
stable

H H H H H H

H H H H
More
stable

(E)- and (Z)-But-2-en-2-ol (enols of butan-2-one)
can be obtained as transient species by flash
vacuum pyrolysis (1.108) of the corresponding
2,3-dimethylbicyclo[2.2.1]hept-5-en-2-ols (endo-1
and endo-2) and are characterized by their mass
spectra. The threshold ionization energies (appear-
ance potentials) for the formation of enol radical
cations can be used to evaluate the heats of formation
of (E)- and (Z)-but-2-en-2-ol, using the heat of
formation established above by the McLafferty
fragmentation appearance potential (1.108). This
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leads to ΔfH∘((Z)-but-2-en-2-ol)≅−51.1 kcal mol−1

[165].

OH
OH

OH

< 1 Torr
+

AP: 8.42 eV
= 194 kcal mol–1

c. 144 kcal mol–1

ΔfH°: –50.7 kcal mol–1endo-1

e

700 °C

(1.108)

OH

HO

HO

+

AP: 8.44 eV
= 194.6 kcal mol–1

c.144 kcal mol–1

ΔfH°: –51.1 kcal mol–1
exo-1

e

< 1 Torr

700 °C

(1.108′)

The heat of hydrogenation of (Z)-butene is
−27.3 kcal mol−1, that of vinyl ethyl ether is−26.5 kcal
mol−1, and that of pent-1-ene is −30 kcal mol−1

(Table 1.A.1, Figure 1.19). From the two latter values,
the stabilization of vinyl ether due to the n(O)/𝜋 con-
jugation can be estimated to c. 3.5 kcal mol−1. Thus,
the heat of hydrogenation of (E)-but-2-en-2-ol should

be that of (Z)-but-2-ene corrected by 3.5 kcal mol−1

to account for the n(O:)/𝜋 conjugation in this
enol, which is assumed to be similar to that of
a vinyl ether. The heat of didehydrogenation of
butan-2-ol into (E)-but-2-en-2-ol is thus estimated
to be 27.3− 3.5≅ 24 kcal mol−1. Using −70 kcal mol−1

for the gas-phase heat of formation of butan-2-ol
(Table 1.A.4), ΔfH∘((E)-but-2-en-2-ol) = −70+ 24 =
−46 kcal mol−1, which is c. 5 kcal mol−1 more than the
value obtained by the mass spectrometric technique.
Thus, one estimates ΔrH∘(butan-2-one ⇄ (E)-but-2-
en-2-ol) = −46− (−57.0) = 11 kcal mol−1. In aque-
ous solution and at 25 ∘C, the Gibbs energy for the
ketone ⇄ enol equilibrium measured for butan-2-one
amounts toΔrG∘(butan-2-one⇄ (E)-but-2-en-2-ol)=
10.2 kcal mol−1 [166], a value similar to that estimated
(11 kcal mol−1) in Figure 1.20, assuming ΔrG∘ ≅ΔrH∘
(isomerization, the same number of molecules in
reactants and products), and larger than the value
(−51.1− (−57.0)≅ 4 kcal mol−1) obtained by mass
spectrometry (reaction (1.108’). A possible cause
for this deviation could be nonadiabatic appearance
potentials measured by mass spectrometry.

Applying an ICR mass spectrometric technique,
Pollack and Hehre have found that deprotonation of
CD3C(+)(OH)CD3 (protonated form of hexadeuter-
ated acetone) in the gas phase takes away H+ for
weak bases such as THF or (i-Pr)2S. With stronger
bases such as amines, D+ is transferred concurrently
to the base, which generates the enol of acetone
CD2=C(OH)CD3. (i-Pr)2S is the strongest base for
which D+ transfer is not observed (reaction (1.109),
and aniline is the weakest base for which D+ is trans-
ferred (reaction (1.111)). Considering the enthalpies
measured for reactions (1.109) and (1.110), it was
concluded that the relative thermochemical stabilities

Figure 1.20 Estimation of the
gas-phase standard heat of
formation of the enol of
butan-2-one and comparison with
experimental values.

O O
–26.5 –30.0

c. –3.5 (n(O)/π conjugation effect in vinyl ether)

OH OH

–60.2 –5.0 –35.1 kcal mol–1

–27.3 27.3 – 3.5

–30.0 –70.0 est: –46 kcal mol–1

–46 (est.)

O OH ΔrH°(keto enol)

Gas phase estimate: 11 kcal mol–1

Mass spectrometry: 4 kcal mol–1

In H2O, 25 °C: ΔrG° = 10.2 kcal mol–1

ΔfH°: –33.7

ΔfH°: –2.7

ΔfH°: –57.0
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of the keto and enol tautomers of acetone is approxi-
mately the same as the difference in Gibbs energies of
protonation of aniline and acetone in the gas phase,
or 13.9± 2 kcal mol−1 [167].

OH

CCD3 CD3 +

O

CCD3 CD3 + HS+(i-Pr)2

ΔrG(1.109) = 13 kcal mol–1

S(i-Pr)2

(1.109)

OH

CCD3 CD3 +

O

CCD3 CD3 +

ΔrG(1.110) = 13.9 kcal mol–1

PhNH2 PhNH2

H

(1.110)

OH

CD2C CD3 CCD2 +

ΔrG(1.111) ≅ 0

PhNH2D

CD3

OH

+ PhNH2

D

(1.111)

Problem 1.37 Estimate the equilibrium constant
at 25 ∘C for phenol ⇄ cyclohex-2,4-dien-1-one
[168, 169].

1.12.4 Heat of formation of highly reactive
cyclobutadiene

Applying a similar technique for the reaction of
cyclobutenyl cation with amines in the gas phase,
PA(cyclobutadiene) = 224± 2.7 kcal mol−1 and
ΔfH∘(cyclobutadiene) = 102.3± 4 kcal mol−1 has
been determined [170]. As cyclobutadiene undergoes
quick cyclodimerization at low temperature, its heat
of formation cannot be determined experimentally
by its heat of hydrogenation into cyclobutene or/and
cyclobutane (see antiaromaticity of cyclobutadiene,
Section 4.5.6).

1.12.5 Estimate of heats of formation
of diradicals

The benzene-1,4-diyl diradical (intermediate in the
Bergman cyclization, Section 3.6.5) can be formed
as the result of two successive homolytic C—H
dissociations of benzene. This process generates
the benzene-1,4-diyl diradical and two H• atoms;
it requires twice the bond dissociation enthalpy
DH∘(Ph•/H•) = 111.2 kcal mol−1. The two H• rad-
icals can be combined to form H2, thus allowing
the recovery of 104.2 kcal mol−1 = DH∘(H•/H•). As
shown in Figure 1.21, this leads to an estimate for the
standard heat of formation of benzene-1,4-diyl dirad-
ical of 138.3 kcal mol−1, a value very similar to that
(137.3± 3.3 kcal mol−1) determined experimentally
by Squires and coworkers (Figure 1.18).

The experimental standard heats of forma-
tion of benzene-1,3-diyl diradical and benzyne
(benzene-1,2-diyl diradical) are definitively smaller
than that found for benzene-1,4-diyl diradical. As the
experimental heat of formation of benzene-1,4-diyl
diradical equals that calculated by the thermodynamic
cycle of Figure 1.21, the two unshared electrons of
this diradical seem to ignore each other. The partial
bond formation between the unshared electrons of
the benzene-1,3-diyl and benzene-1,2-diyl dirad-
icals are represented by the limiting structures
given in Figure 1.19. The triple bond character of
benzene-1,2-diyl diradical (benzyne) is only partial.
By comparing the heat of hydrogenation of but-2-yne
to form (Z)-but-2-ene (−37.5 kcal mol−1) with that
of benzyne to give benzene (−86.9 kcal mol−1), it is
clear that the bonding between the two electrons of
the benzene-1,2-diyl diradical is much lower than for
two 2p electrons in an alkyne. This analysis explains
the much higher reactivity of benzyne compared
to that of an alkyne as electrophile, nucleophile, or
dienophile.

H

+ 2H

+ 1H

DH°(Ph•/H•) = 111.4

DH°(Ph•/H•) = 111.4 kcal mol–1

ΔfH°(PhH) = 19.7 kcal mol–1

DH°(H•/H•) = 104.2 kcal mol–1

+  H2(ΔfH°(H2) = 0)138.3

Ph–H

Figure 1.21 Estimate of the heat of formation of
benzene-1,4-diyl diradical. See Table 1.A.7 for
homolytic bond dissociation enthalpies.
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H

H
+H2

ΔfH°: 106.6 19.7 kcal mol–1

ΔrH° = –86.9 kcal mol–1

Me

Me

H

H
+H2

ΔfH°: 34.8 –2.7 kcal mol–1

ΔrH° = –37.5 kcal mol–1

Me

Me

The heat of formation of m-xylylene (2) can be
estimated by considering the heat of formation of
m-xylene (ΔfH∘(m-xylene) = 17.3± 0.6 kcal mol−1)
and the homolytic bond dissociation enthalpies
DH∘(PhCH2

•/H•) = 89 kcal mol−1 and DH∘(H•/H•)
= 104.2 kcal mol−1. This leads to an estimate of
ΔfH∘(m-xylylene) = 17.3+ 2(89)− 104.2≅ 91 kcal
mol−1, a value much higher than that determined for
o-xylylene (3; ΔfH∘ = 53 kcal mol−1) and p-xylylene
(4, ΔfH∘ = 50 kcal mol−1). The latter two compounds
are Kékulé systems, whereas m-xylylene (2) is a
non-Kékulé π-conjugated system [171].

Non-Kékulé structure

2

Kékulé structure

3

Kékulé structure

4

Problem 1.38 Can the Diels–Alder addition of
methylidenemalonodinitrile with 1-phenylbutadiene
undergo though a diradical intermediate? Which
one?

Problem 1.39 Why are the yields of Diels–Alder
additions usually better when adding a small
amount of radical scavenging agent such as 1,4-
dihydroxybenzene (parahydroquinone) or 4-methyl-
2,6-bis(tertiobutyl)phenol?

Problem 1.40 Estimate the heat of formation of
naphthalene-1,4-diyl diradical and compare it with
the experimental values proposed by Roth et al.
[172].

1.13 Electronegativity and absolute
hardness

As shown in Section 1.7, ionization energies (IE)
and electron affinities (−EA) can be measured for
atoms, for ions, for neutral and charged molecules
(Tables 1.A.20–1.A.22), and for stable or transient
species. Mulliken defines the absolute electronega-
tivity of a species A by 𝜒 = [IE(A)−EA(A)]/2, while
Pearson [173–179] defines the absolute hardness of
a species A by 𝜂 = [IE(A)+EA(A)]/2, and absolute
softness by 𝜎 = 1/𝜂. A graphical representation of
these values for a few atoms and molecules is given in
Figure 1.22.

Absolute softness represents the ease by which a
chemical entity A+ can accept electrons, or species
B− can lose electrons. When two neutral species A
and B (atoms or molecular species) combine to form
compound A–B, in addition to the electron exchange
that binds A to B and B to A (as for H• +H• ⇄ H2 or
Br• +Br• ⇄ Br2), there is an electrostatic contribution
to the binding in A–B due to the electron flux that
goes from the more electropositive species (with a
small 𝜒 value) to the more electronegative partner
(with a large 𝜒 value). In the case of the formation of
a salt (ionic bond) or complex by combining a Lewis
acid A with a Lewis base B:, the portion of charge
transfer from B: to A is given, to a first approximation,
by:

ΔN =
𝜒A − 𝜒B

2(𝜂A + 𝜂B)
The smaller the 𝜂A and 𝜂B values, the greater the

electron transfer from B: to A. The quantities 𝜂A and
𝜂B can be considered as a resistance to the flow of elec-
trons from B: to A driven by the potential difference
𝜒A −𝜒B. If 𝜂A is small, the softness of A 1/𝜂A is large.
This is the case for soft acids. Similarly, if 𝜂B is small,
the softness of B: 1/𝜂B is large, what is the case for soft
bases. Therefore, a strong bond will exist between a
soft acid A and a soft base B: in complex B:A. For non-
polar (no permanent dipole) and noncharged Lewis
acids A and bases B:, the bond strength of their com-
plex B:A is the largest for pairs A/B: having the highest
softness (Table 1.A.20).

For a charged acid A+ and a charged base B−, their
combination into salt A+B− or neutral species A–B
will be binding because of the electrostatic interaction
(Coulomb’s law). The shorter the distance between A+

and B− in A–B, and the smaller A and B, the stronger
their binding. For noncharged acid A and base B:, the
ease of generating radical anion A•− and radical cation
B•+, respectively, correlates with the strength of their
bonding interaction. This can be expressed by writing
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Figure 1.22 Ionization energies
( ), electron affinities ( ),
and absolute electronegativities
( ) of a few atoms and
molecules. Absolute hardnesses
are given in italics (𝜂). (1 eV/
molecule ∧= 23.06 kcal mol−1 =
96.48 kJ mol−1,
1 eV = 1.602 18× 10−19 J).

limiting structures involving the charge transfer from
the base B: to the acid A. The easier this charge trans-
fer, the higher the relative importance of configura-
tion A•−B•+ (charge transfer configuration or limiting
structure), and thus the stronger their binding.

In the case of a hard and charged acid A+ inter-
acting with a soft, uncharged base B:, a relatively
weakly bound complex B:→A+ will be obtained, and
the binding between A+ and B: arises mostly from a
charge/dipole interaction involving the charged cen-
ter of A+ and the permanent and induced dipoles of
B:. Electron exchange between A+ and B: in complex
B:→A+ results essentially from an electron transfer
from B: to A•+, giving the charge transfer configura-
tion A• +B•+. It involves another electrostatic dipole
A•/charge of B•+ interaction that may not be much
larger than that for the ground-state configuration
A+ +B: ⇄ B:A+ as represented in Figure 1.23b. This
is the reason why Pearson states that the binding
between a soft base and a hard acid or between a
hard base and a soft acid is weaker than for hard/hard
(Figure 1.23a) or soft/soft (Figure 1.23c) pair of acids
and bases. This concept (or hard and soft acid base
theory or HSAB theory of Pearson) has been applied

to the formation of stable inorganic, organometal-
lic, and organic (ionic and covalent) compounds
and complexes resulting from the combination of
two molecular or atomic fragments (any neutral or
charged species). It is a unifying theory for bonding
in organic and inorganic chemistry. It has also been
applied to evaluate the relative stability of transition
states of inorganic, organometallic, and organic reac-
tions [180]. It is a simplification of the earlier theory of
Bell–Evans–Polanyi (BEP theory) developed to model
transition states of one-step, concerted reactions
(transition state (‡) = ground-state configuration
of reactants ↔ charge transfer configurations of
reactants ↔ ground-state configuration of interme-
diates ↔ ground-state configuration of products; e.g.
R–Y+X• ⇄ [R–Y/X• ↔ R–Y•−/X+ ↔ R–Y•+/X− ↔
R•/Y•/X• ↔ R•/Y+/X− ↔ R•/Y–X]‡ ⇄ R• +X–Y)
[51–53]. In the case of regioselectivity of ambident
nucleophiles (e.g. O- vs. N-alkylation of nitrite
anion, O- vs. C-alkylation of enols and enolates,
and O- vs. C-acylation and silylation of enolate
anions) and electrophiles (e.g. 1,2- vs. 1,4-addition of
nucleophiles to 𝛼,β-unsaturated aldehydes, ketones,
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Figure 1.23 Pearson’s hard and soft
acid base (HSAB) theory.
Representation of (a) the strong
bonding for the combination of a
hard (positively charged) acid A+

and hard (negatively charged) base
B−, (b) of the weak bonding
between a hard acid A+ and a soft,
uncharged base B:, (c) of the strong
bonding between a soft acid A and
a soft base B:.
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carboxylic esters, and carbonitriles), the HSAB the-
ory encounters some difficulties [181]. In the BEP
theory (Δ‡H = 𝛼ΔrH + 𝛽), the activation enthalpy of
a concerted reaction depends on the heat of reac-
tion (Dimroth principle), the ease by which two
reacting partners can exchange an electron (given
by the sum IE(A)+ (−EA(B)) as in the Pearson the-
ory), steric, geometry, conformational, and solvent
effects. For a thermoneutral reaction (ΔrH = 0), the
𝛽 term represents its intrinsic barrier, which is made
of several contributions such as steric hindrance,
geometry distortion of reactants when they reach
the transition state, electron exchange between the
reactants, solvation, and desolvation effects between
reactants and transition state. The 𝛼 parameter char-
acterizes the position of the transition state along the
reaction coordinates (0≤ 𝛼 ≤ 1). The rate constant
k of a concerted reactions (Section 3.2) depends
on activation-free enthalpy Δ‡G that depends on
two terms (Δ‡G = Δ‡H −TΔ‡S) that are Δ‡H= the
activation enthalpy and Δ‡S = the activation entropy
of the reaction (Section 3.3). The BEP theory will be
applied extensively in this textbook. This can be done
when thermochemical data (ΔfH∘, S∘) of reactants
and products are available (in this chapter) or can be
estimated (Chapter 2), and when ionization energies
(EI) and electron affinities (−EA) of reactants are
known or can be evaluated. For reactions forming
reactive intermediates in their rate-determining steps
(transient species that are much less stable than
reactants), the activation-free enthalpy can often
be taken as Δ‡G≈ΔrGT (reactants ⇄ intermediate).
Thus, thermochemical data and knowledge of the
reactivity of radicals, diradicals, carbenes, cations
and carbocations, anions, radical anions, and radical
cations, as well as solvent effects, are fundamental to
understand the chemical reactivity.

Problem 1.41 Captopril® is one of the early discov-
ered inhibitors of angiotensin converting enzymes
and that is an antihypertensive agent. It can be pre-
pared according to the method presented below [182].
Why is thionoacetic acid represented as CH3C(S)OH
rather than CH3C(O)SH? Why is the sulfur moiety
of CH3C(S)OH adding to methacrylic acid and not
the oxygen moiety? Why does one add hydroquinone
to this reaction mixture? The second step of the
procedure is amidification. What is the role of dicy-
clohexylcarbodiimide (DCCI) added to these reaction
mixture? The third step implies the acidic hydrolysis
of the t-butyl ester. What is the mechanism of this
reaction?

OH

S

COOH
+

90 °C
Hydroquinone

S
COOH

O

N

H

O

O

NS

O O COO-t-Bu

DCCI
CH2Cl2

20 °C,16 h

+

Mixture of two
diastereomers

NHS

O COOH

1. CF3COOH, PhOMe, 20 °C

2. Separated diasteromer

3. MeOH/NH3

Captopril®, antihypertensive
agent
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1.14 Chemical conversion
and selectivity controlled
by thermodynamics

Chemical conversion is the ratio of the amount (in
moles) of product Pt formed to the number of moles
of reactant A0 (at time t = 0) used as starting material
under given conditions for a given time t of reaction.
After infinite time (t = ∞), the equilibrium of the
reaction is reached. For a simple reaction A ⇄ P (in
the gas phase or in an ideal solution) that does not give
any side products, the equilibrium constant is con-
sidered to be K = [P∞]/[A∞], which corresponds to
a maximum conversion of [P∞]/([P∞]+ [A∞]). After
isolation and purification of product P, the number
of moles of P recovered reported to the number of
moles of A engaged in the reaction defines the yield
(𝜂) in P. 𝜂 ≤maximum conversion. For a reaction in
which one reactant A equilibrates with one product
P, the maximum conversion at 25 ∘C is given by the
second law of thermodynamics, Eq. (1.2) (for ideal gas
or solution). Examples are given below:

𝚫rG∘(A ⇄ P) K = [product P]/ Maximum conversion;
(kcal mol−1) [reactant A] maximum possible

yield in product P (%)

−1 5.41 84.4
−1.36 10 90.9
−2 29.29 96.7
−3 158.5 99.4
−4 858.0 99.88
−5 4643.8 99.98

In practice, a yield of 96.7% is quite acceptable
for a chemical process, which corresponds to an
exergonic reaction with ΔrG = −2 kcal mol−1 only at
25 ∘C! For an equilibrium with ΔrG∘ = −1 kcal mol−1

and for which ΔrGT = ΔrG∘ does not change with
temperature, lowering the temperature will increase
the conversion, as shown below.

T (∘C) −100 −50 0 25 100 200
Conversion (%) 94.8 90.5 86.3 84.4 79.4 74.3

If a reactant A can equilibrate (in equilibrium
A ⇄ P+Q) with two different products P and Q that
are isomeric, the proportion of P and Q is the product
ratio [P]/[Q] given by the free energy ΔrGT (P ⇄ Q).
Thus, [P]/[Q] = exp[−ΔrGT (P ⇄ Q)/RT] (selectiv-
ity controlled by the thermodynamics). If ΔrGT=
−1 kcal mol−1, the proportion of P with respect to
P+Q is equal to the conversion given above at the
same temperature.

For equilibria with negative or positive reaction
entropies, ΔrGT values vary with temperature as
ΔrGT = ΔrHT −TΔrST . Thus, selectivity determined
by the thermodynamics (ratio [P]/[Q]) may decrease,
or decrease, on lowering temperature!

1.14.1 Equilibrium shifts (Le Chatelier’s
principle in action)

In the presence of an acid catalyst, aldehydes and
ketones react with alcohols to form the corre-
sponding acetals (products) and water (coproduct)
(R1COR2 +R3OH ⇄ R1(R2)C(OR3)+H2O) [183].
With small nonbranched aldehydes and a small
primary alcohols, K > 1, the equilibrium lies in
favor of the acetal at 25 ∘C (see Problems 2.29 and
2.30). Because the entropy of the reaction (ΔrST )
decreases with the size of the reactants (Section
2.9.2), K is smaller than unity with large aldehy-
des and alcohols. It is also smaller than unity for
reactions engaging ketones that are not destabilized
by electron-withdrawing α-substituents or by ring
strain. The equilibrium can be shifted by the removal
of water from the reaction mixture. This can be done
by azeotropic distillation, ordinary distillation, or
the use of a drying agent such as acidic alumina
(Al2O3) or molecular sieves (crystalline metal alu-
minosilicate). Another way to shift equilibrium is to
precipitate the product(s) or one of the coproducts
as they form. Alternatively, one can shift the equi-
librium by selective extraction of the product or of
one of the reaction coproducts with a solvent not
miscible with the reaction mixture. An example of
diastereoselective reaction under thermodynamics
controlled is shown in Scheme 1.3. The reversible
Diels–Alder reaction of 2,4-dimethylfuran (5) and
1-cyanovinyl (1′S)-camphanate (6) can yield up
to eight diastereoisomeric cycloadducts ((−)-7, its
diastereoisomers 8+ 9+ 10, and its regioisomers
11+ 12+ 13+ 14). In the absence of solvent, in the
presence of ZnI2 as a catalyst and under sonica-
tion (ultra-sound stirring), all cycloadducts are in
equilibrium with the cycloaddents 5+ 6, but only
(−)-7 crystallizes, thus shifting the equilibrium in
favor of this product. (−)-7 is obtained in 85% yield
with a purity of 95% (contaminated with 5% of other
diastereioisomers). A simple recrystallization from
ethyl acetate and petroleum ether gives 61% of (−)-7
with a purity> 99.5%. The mother liquor can be
evaporated, leaving a residue that can be added
to a mixture of 5+ 6 to provide more (−)-7 [184].
Alkaline hydrolysis of (−)-7 gives the corresponding
cyanohydrines that react with added formaline
(H2CO/H2O) to provide the enantiometrically
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Scheme 1.3 Example of a reversible Diels–Alder reaction. The cycloaddents (reactants) and eight isomeric cycloadducts (products)
are initially in equilibrium. One adduct can be selectively crystallized, which shifts the equilibrium in favor of it. Following the CIP
priority rules, the diastereoisomeric products are named: (1S,2R,4S)- ((−)-7), (1S,2S,4S)- (8), (1R,2S,4R)- (9), (1R,2R,4R)-2-cyano-
1,5-dimethyl-7-oxabicyclo[2.2.1]hept-5-en-2-yl (1′S,4′S)-camphanate (10), and their regioisomers: (1S,2R,4S)- (11), (1S,2S,4S)- (12),
(1R,2S,4R)- (13), (1R,2R,4R)-2-cyano-4,6-dimethyl-7-oxabicyclo[2.2.1]hept-5-en-2-yl (1′S,4′S)-camphanate (14). Because of the small,
rigid bicyclo[2.2.1]heptane skeletons of the 7-oxanorbornene and camphanoyl systems, the stereomarkers (4R),(4S), and (4′S) can
be dropped. Indeed, a (1R,4R)-bicyclo[2.2.1]heptyl derivative cannot have a (1R,4S)-diastereoisomer but only a (1S,4S)-enantiomer.

enriched (1S,4S)-(−)-1,6-dimethyl-7-oxabicyclo[2.2.1]
hept-5-en-2-one (a useful synthetic intermediate in
the construction of polypropionates) and recovery of
(S)-camphanic acid, the chiral auxiliary. A chiral aux-
iliary is an enantiomerically enriched compound (see
Section 3.7.5) incorporated temporarily in a synthesis
to control stereoselectivity [185–187]. Figure 1.24
gives examples of chiral compounds with their molec-
ular chirality notations (CIP, Cahn–Ingold–Prelog,
priority rule) [188, 189] that will be used through-
out this textbook. In these examples, chirality arises
from tetrahedric carbon R1(R2)(R3)CR4 that is chiral
because it bears four different R1, R2, R3, and R4

substituents. Compounds with a chiral heteroele-
ment are known. They include tetrahedric silicium
compounds [190], pyramidal nitrogen [190, 191],
phosphorous [192], arsenic [193, 194] antimony and
bismuth organocompounds (R1(R2)(R3)X:, X = N,
P, As, Sb, Bi and with three different R1, R2, and R3

groups) [195], and organosulfur compounds such as
sulfites (R1OS(=O)OR2), sulfinates (RSO2R) [196],
sulfoxides [197–199], sulfimines (R1(R2)S(=Z), Z = O,
NR with two different R1 and R2 groups) [200], sul-
foximines (R1(R2)S(=O)=NR with two different R1

and R2 groups) [201], sulfur ylides (R1(R2)S=CHR)
[202], and sulfonium salts (R1(R2)(R3)S:(+), with three
different R1, R2, and R3 groups) [203]. Organometallic
compounds with chiral metal atom are known also
[204–207].

Problem 1.42 Estimate the equilibrium con-
stant of the isomerization butane ⇄ isobutane
(2-methylpropane) at 300 K, and at 600 K. For reac-
tions and their mechanisms that isomerize alkanes,
see [208].

Problem 1.43 Methyl isopropyl ketone (MIPK) is an
efficient high-octane (>100) oxygenate gasoline addi-
tive, without many of the undesirable effects of the
widely used methyl tert-butyl ether. One of the meth-
ods of preparation of MIPK involves the rearrange-
ment of pivalaldehyde catalyzed by strong acids [209].
Evaluate the equilibrium constant for this rearrange-
ment at 25 ∘C using gas-phase standard heats of for-
mation for MIPK and t-BuCHO.

1.14.2 Importance of chirality in biology
and medicine

Chirality is a fundamental symmetry property of
three-dimensional objects. A molecule is said chi-
ral if it cannot be superimposed upon its mirror
image. Such an object has no symmetry elements
of the second kind (a mirror plane, 𝜎→ S1, a cen-
ter of inversion, i→ S2, and a rotation–reflection
axis→ S2n). If the object is superposable on its mirror
image, the object is described as being achiral [210].
Putting ones’ shoes or shaking hands confronts us
with macroscopic chirality. Although there is no
obvious relationship between macroscopic chirality
and chirality at the molecular level, it is accepted
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Figure 1.24 Representations of the stereoisomers of (a) glyceraldehyde (2,3-dihydroxypropanal: aldotriose, an example of aldose),
(b) of erythrose (2,3,4-trihydroxybutanal: an aldotetrose), and (c) of tartaric acid (2,3-dihydroxybutanedioic acid: an example of
aldaric acid). (R)- and (S)-glyceraldehydes are stereoisomers called enantiomers. (R)-glyceraldehyde is D-glyceraldehyde in the
Fischer–Rosanoff convention because its hydroxy group at C(2) is drawn right in the Fischer projection. (2R,3R)-Erythrose is
D-erythose because the heavy substituent (OH) of the last stereogenic center (C(3)) is drawn right in the Fischer projection.
L-Erythrose is the enantiomer of D-erythrose. (2S,3R)-Threose is D-threose because the heavy substituent (OH) of the last stereogenic
center (C(3)) is drawn right in the Fischer projection. D-Threose and D-erythrose are diastereomers, L-threose, and L-erythrose are
also diastereomers; D-threose and L-threose are enantiomers. The prefixes erythro and threo are often used in place of anti and syn,
respectively, for the nongeminal disubstitution of a chain. (2R,3R)- and (2S,3S)-Tartaric acid are chiral and enantiomers. Because 2
and 3 can be exchanged, one drops them: these acids are called (R,R)- and (S,S)-tartaric acid, respectively. They have a C2 axis of
rotation as an element of symmetry. They are also called L- and D-tartaric acid, respectively, and, in water, they are dextrorotatory (+)
and levorotatory (−), respectively. (R,S)-Tartaric acid is identical to (S,R)-tartaric acid; this compound is achiral because it contains a
mirror plane of symmetry. It is called meso-tartaric acid, which is a diastereoisomer of (R,R)- and (S,S)-tartaric acid. L means left in the
Fischer projection, not levorotatory. A priori, there is no relationship between L of the Fischer projection and l or (−) for
levorotatory. The priority Cahn–Ingold–Prelog (CIP) rule defines the (S) or (R) chirality of a stereogenic center. There is no
relationship between (R),(S) and D,L stereomakers.
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that homochirality is one of the fundamental aspects
of life on Earth. Parity violation discovered in the
weak nuclear force (the fourth type of fundamental
forces, next to gravity, electromagnetism, and the
strong nuclear force) led to the experimental obser-
vation that the 𝛽-particles emitted from radioactive
nuclei have an intrinsic asymmetry: left-handed
(L) electrons are preferentially formed relative to
right-handed (R) electrons. The major consequence
of this finding is that chirality exists at the level of ele-
mental particles, allowing two enantiomers of a chiral
molecule to differ in energy [211]. For a compound
like glyceraldehyde (Figure 1.24) with one stereogenic
center, the difference in energy between the d- or (R)-
and l- or (S)-enantiomer amounts to no more than
2× 10−15 cal mol−1, corresponding to an excess of c.
106 molecules of the most stable d-(+)-enantiomer (in
the form of its hydrate in water) per mol (number of
Avogadro L = 6.022× 1023 mol−1) of racemate in ther-
modynamic equilibrium at 25 ∘C. Similarly, d-ribose,
the central furanose of nucleic acids, is slightly more
stable in water than its l-enantiomer. l-α-Amino
acids are slightly more stable than their enantiomers
in water [212–214]. Most natural products (amino
acids, sugars, terpenes, alkaloids, steroids, etc.) are
chiral and are found enantiomerically enriched, if
not enantiometrically pure. The building blocks
(amino acids, carbohydrates, etc.) of life are chiral.
The biopolymers derived from them are also chiral.
When a drug interacts with its receptor site, or with
an enzyme which is chiral, it is not a surprise that
its two enantiomers interact differently and may lead
to different biological effects [215, 216]. The tragedy
that occurred in the 1960s after racemic thalidomide
was administered to pregnant women is a convinc-
ing example of the relationship of pharmacological
activity to absolute chirality. The (R)-enantiomer
of thalidomide exhibits desirable analgetic proper-
ties; however, the (S)-enantiomer does not [217].
Instead, it is a teratogen and induces fetal mal-
formations or death (Figure 1.25). Following this
tragedy, the marketing regulations for synthetic
drugs have become significantly more severe. The
alkaloid (−)-levorphanol is a powerful narcotic anal-
gesic with an activity five to six times stronger than
morphine [218]. Its enantiomer (+)-dextrorphan is
not an analgesic but is active as a cough suppres-
sant [219]. During the 1960s, (−)-propanolol was
introduced as a β-blocker for the treatment of heart
disease [220]. Its (+)-enantiomer acts as a contra-
ceptive. The orange aroma extracted from oranges is
(R)-(+)-limonene, whereas its enantiomer, extracted
from lemon, (S)-(−)-limonene is responsible for
lemon aroma. (S)-(+)-Carvone has an odor of car-
away, whereas the (R)-enantiomer has a spearmint
smell [221]. d-Asparagine has a sweet taste, whereas

natural l-asparagine is bitter [222]. l-Dopa (l or
(S)-(3,4-dihydroxyphenyl)alanine) is used in the treat-
ment of Parkinson’s disease under the form of oral
pills. The active drug is the achiral dopamine that
cannot cross the “blood–brain” barrier to reach the
required site of action. It forms by decarboxylation of
l-Dopa, a reaction catalyzed in the brain by dopamine
decarboxylate, an enzyme specific for l-Dopa. Thus,
l-Dopa is a prodrug that crosses the “blood–brain”
barrier. d-Dopa also crosses it but is not decarboxy-
lated by dopamine decarboxylase. Administration of
racemic Dopa would be dangerous because of the
build up of d-Dopa [223, 224].

Chirality exists also in minerals. In 1801, Haüy
noticed that quartz crystals are hemihedral, i.e. cer-
tain facets of one kind of crystals make them to be
objects that cannot be superimposed with those that
are mirror images [225]. In 1809, Malus observed that
quartz crystals induce the polarization of light [226]
and, in 1812, Biot and coworker found that a quartz
plate cut at right angles to one particular axis rotates
the plane of polarized light to an angle proportional
to the thickness of the plate. Right and left forms
of quartz crystals rotate the plane of polarized light
in a different direction. Quartz is the second most
abundant mineral in the Earth crust after feldspars
(KAlSi3O8, NaAlSi3O8, and CaAl2Si2O8 make 60% of
Earth’s crust). In 1815, Biot and coworker noted that
solutions of natural organic compounds can rotate
the plane of polarized light also and that the optical
rotation of the solution depends on the individual
molecules [227].

1.14.3 Resolution of racemates into
enantiomers

Despite the recent developments in enantioselec-
tive synthesis (or asymmetric synthesis, Section 3.7,
several examples given in the following chapters)
[228, 229] and chromatographic separation meth-
ods (high-performance liquid chromatography and
gas-phase chromatography) using chiral stationary
phases [230–239], physical and chemical resolution
of racemates remains the most inexpensive method
for producing enantiomerically enriched or pure
enantiomers [240, 241]. The three most used methods
of racemate resolution are among the oldest that have
been developed by Pasteur between 1848 and 1858
[242–244]. The first one, an autocatalytical crystal-
lization process, is the spontaneous resolution of
racemates that Pasteur, first, observed in 1848 [245].
The sodium ammonium salt of (racemic) tartaric acid
(Figure 1.24) crystallized as homochiral hemihedric
crystals (conglomerates) that can be distinguished
visually and separated by hand (manual sorting of
conglomerate, triage) [246, 247]. The method is not
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Figure 1.25 Examples of biological
response that depends on chirality.

practical for large-scale resolutions but can be used
(if chromatographic techniques fail) to obtain small
amounts of crystalline enantiomerically pure material
that can be used to inoculate (or seed) a saturated solu-
tion of the racemate and promote the crystallization
of a single enantiomer (entrainment method). After
separation of the crystalline material, the solution is
enriched in the other enantiomer. The crystallization
of the latter can then be induced by an enantiomeric
crystalline inoculate. The method (initiated reso-
lution) is applied industrially for the resolution of
glutamic acid and threonine [248]. This method
requires experimental optimization of a number of
parameters (search for solvent, solvent mixture, tem-
perature, temperature program) as many compounds
crystallize as racemic compounds rather than as enan-
tioenriched conglomerates [249]. Enantioselective
crystallization can also be induced by ultrasound irra-
diation [250–252]. For example, the crystallization a
5% ee enriched saturated solution of d-threonine

((2R,3S)-MeCH(OH)-CH(NH2)-COOH)) gives
crystals of d-threonine with 87% ee at the begin-
ning of the crystallization, thus realizing a chiral
amplification in crystallization under ultrasound
radiation [253]. Kondepudi et al. have induced total
chiral discrimination by stirred crystallization of
sodium chlorate and other chiral systems [254–256].
Viedma showed that chiral amplification can be
achieved by abrasive grinding of saturated solutions
of enantiomorphous crystals (NaClO4) to obtain
crystals with single handedness [257–259].

In 1999, Mikami and coworkers reported the first
example of spontaneous enantioresolution of racemic
compound into three-dimensional conglomerate in
a fluid liquid-crystalline phase [260]. Enantioselec-
tive absorption on crystalline quartz [261] has been
argued as a possible mechanism for chiral bias in nat-
ural and living systems [262]. Adsorption on achiral
surfaces has been used to induce chiral symmetry
breaking without the formation of diastereoisomeric
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pairs [263–268]. For instance, spontaneous sepa-
ration of chiral phases in oriented monolayers of
rigid, chiral amphiphiles on mica has been reported.
Atomic force microscopy of the ordered films reveals
domains of mirror image two-dimensional struc-
tures [269]. Chiral recognition can also occur in
systems that are racemic in three dimensions by
preferential alignment of groups of particles induced
by the surface, generating domains of the separated
pure enantiomers at the surface [270, 271]. Ordered
supramolecular chiral structures have been observed
after deposition of either enantiomerically pure (P)-
or (M)-[7]-helicene (see Section 6.3.5) on Cu(111)
surface, thus realizing chirality transfer from a single
molecule into self-assembled monolayers [272, 273].
Chiral quartz crystals can promote enantioselective
organic reactions through asymmetric autocatalysis
(Section 3.7.8) [274].

Most optical resolutions separate diastereoiso-
mers. The method involves converting the racemate
(R)-P+ (S)-P into a mixture (can be 1 : 1 mixture or
not) of diastereoisomers (R,R)-P-A and (S,R)-P-A
(can be salts, covalent compounds, complexes) by
combining each of its enantiomers with an enan-
tiomerically pure chiral auxiliary (R)-A (or (S)-A).
The diastereoisomers are then separated by fractional
crystallization, by chromatography, by extraction, or
by another technique. Once each diastereoisomeric
product has been purified, a suitable reaction is
applied to liberate the desired enantiomers (R)-P and
(S)-P, and, if possible to recover the chiral auxiliary
(Scheme 1.4). This is the second method reported
by Pasteur in 1853 for the resolution of racemic
tartaric acid (1 : 1 mixture of d- and l-tartaric acid)
via the formation of salts with natural enantiomeri-
cally pure amines [275]. He had established that the

cinchona alkaloids, quinine, and cinchonidine, are
stereoisomers of quinidine and cinchonine, respec-
tively, and that these compounds are converted
into quinicine and cinchonicine, respectively, upon
heating under acidic conditions (Scheme 1.4) [276].
Pasteur also determined that the salt of cinchonicine
with (−)-tartaric acid crystallizes from a saturated
aqueous solution before the salt of (+)-tartaric acid. In
contrast, with quinicine, the salt with (+)-tartaric acid
crystallizes first. Quinicine is also called quinitoxine;
it has been converted into quinine in three steps by
Rabe and Kindler in 1918 [277, 278].

In some cases, it is possible to realize the resolution
by using less than 1 equiv. of the chiral auxiliary
[279–281]. The ideal situation is when conditions
are found (solvent, concentration, and temperature)
under which one of the two possible diastereoiso-
meric products, e.g. (S,R)-P-A is much less soluble
than the other one. In theory, one can end up with
an enantioenriched precipitate. This method of sep-
aration of crystalline diastereoisomers (that can be
recrystallized to a high degree of purity) is often the
best method to obtain the final chiral product P with
high enantiomeric purity. Enantiomeric purity (or
enantiopurity) can be defined as the enantiomeric
ratio: er = [(R)-P]/[(S)-P] or as the enantiomeric
excess: ee = ([(R)-P]-[(S)-P])/[(R)-P]+[(S)-P]).

Instead of fractional crystallization of diastere-
omers (partitioning between a liquid and a solid
phase), one can use enantioselective partitioning
between two chiral, nonmiscible liquids (biphasic
recognition chiral extraction) [282, 283]. Supercritical
fluids have been employed in such resolutions [284].
Enantioselective separation can be achieved on chi-
ral surfaces [285] that are obtained by adsorption of
enantiomerically pure chiral molecules, or by cleavage

Scheme 1.4 Optical resolution to
separate diastereoisomer. Quinicine
and cinchonicine, isomers of the
alkaloid pairs quinine/quididine,
and cinchonidine/cinchonine,
respectively, were used by Pasteur
to resolve racemic tartaric acid.
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of crystals to produce particles with chiral surfaces
[268, 286–292].

The third method of resolution of racemates into
enantiomers reported by Pasteur in 1858 is a kinetic
resolution (Section 3.7.1) of racemic tartaric acid
with yeast (from beer). The organism Penicillium
glauca destroys ammonium (+)-tartrate much more
rapidly than its (−)-enantiomer [293]. As recognized
by Pasteur, microorganisms and living systems are
made of enantiomerically pure molecules that have a
very high ability to discriminate between two enan-
tiomers of racemic substrates. Modern asymmetric
synthesis has fostered the development of much
smaller catalysts (organocatalysts or organometallic
complexes) than the yeast enzymes upon which Pas-
teur relied. The chemical catalysts are usually much
more tolerant of changes in temperature, solvent, and
pH than enzymes and can induce useful enantiose-
lectivities either through kinetic resolution (Section
3.7.1) [294, 295], through parallel kinetic resolution
(Section 3.7.2), or through dynamic kinetic resolution
or kinetic deracemization (Section 3.7.3).

1.14.4 Thermodynamically controlled
deracemization

The resolution of racemates (e.g. 1 : 1 mixture of
(R)-P+ (S)-P) gives a maximum yield of 50% of a
desired enantiomer (e.g. (R)-P). If the enantiomer
(e.g. (S)-P) cannot be used, or be sold, it must be
converted into the desired enantiomer either through
a reaction (or a sequence of reactions) that con-
verts it with a good yield and reasonable cost, or
by a racemization process. Most useful are pro-
cesses that do not separate enantiomers but convert
the racemate into one or the other enantiomer
with a high chemical yield and high enantiomeric
excess (deracemization). For compounds that possess
one stereogenic center, the deracemization process
requires a reversible epimerization that can be cou-
pled with an irreversible enantioselective reaction.
This sort of resolution is called dynamic kinetic
resolution (Section 3.7.3) [296–304]. Most common
procedures involve the enantioselective protonation
of enolates [305–314] or carbanions [315–317], oxi-
dation/reduction sequence for secondary alcohols
and amines [318–322], and allylic rearrangements
[323–326]. In thermodynamically controlled der-
acemizations or dynamic thermodynamic resolution
[327, 328], 1 equiv. (or more) of a chiral auxiliary that
forms an insoluble salt or a complex with one of the
two enantiomers that under conditions where the
two enantiomers are epimerizing reversibly. Three
examples are given in Scheme 1.5. The enantiomers

of ketone 15 are epimerized rapidly under basic
conditions via their achiral enolate. Enantiomer
(S)-15 forms an insoluble complex with the TADDOL
derivative 16 (derived from l-tartaric or (R,R)-tartaric
acid [329, 330]) and precipitates selectively. Adduct
(R)-15 +16 remains soluble. After washing the pre-
cipitate to remove the base used for epimerization,
it is placed on a silica gel column, yielding pure
(S)-15 and the chiral auxiliary 16 (Scheme 1.5a)
[331]. Deracemizations of compounds with chi-
ral quaternary carbon centers are less common
[332]. An example is given with deracemization of
5-(4-hydroxyphenyl)-5-phenylhydantoin (HPPH: 17).
In boiling methanol, NaOH and 1 equiv. of brucine,
a natural alkaloid, (S)-17 precipitates selectively with
brucine. In this case, epimerization (R)-17 ⇄ (S)-17
implies the formation of the achiral quinonic inter-
mediate 18. The crystalline precipitate is extracted
with HCl/H2O (recovery of brucine). The remaining
solid is pure (S)-(−)-17 (59% yield) with ee> 99.5%
(Scheme 1.5b) [333]. Enantiomerically pure atropiso-
mers (R)- and (S)-1,1′-binaphthyl-2,2′-diol ((R)-and
(S)-BINOL)), and their derivatives are extremely
useful chiral auxiliaries (Section 3.7.5) and ligands
for both stoichiometric and catalytic asymmetric
synthesis (Section 3.7.6) due to their axial chirality
and molecular flexibility [334, 335]. Enantioselec-
tive oxidative coupling of β-naphthol (2-naphthol)
or its derivatives catalyzed with chiral metal com-
plexes provides one of the most efficient routes
to enantiomerically enriched BINOLs [336]. In
1978, Feringa and Wynberg first reported an enan-
tioselective oxidative coupling of β-naphthol with
Cu(II)(NO3)2 and (S)-phenylethylamine producing
(S)-(−)-BINOL with 63% yield and 8% ee. In 1983,
Brussee and Jansen found that in the presence of a
large excess of (S)-(1-methyl-2-phenylethyl)amine
((+)-amphetamine), (S)-BINOL is obtained in 98%
yield and 96% ee [337]. The enantioenrichment results
form the selective precipitation of the Cu(II)/(S)-
(+)-amphetamine/(S)-(−)-BINOL complex with sim-
ultaneous racemization of (R)-(+)-BINOL (Scheme
1.5c) [338].

In 1962, Barton and Kirby reported the first synthe-
sis of (−)-galanthamine, an Amaryllidaceae alkaloid
used in the clinic for more than 40 years for the
treatment of several neurological illnesses including
Alzheimer disease. Its synthesis involves deracem-
ization of (±)-narwedine (19). In boiling EtOH,
using Et3N as a base, the two enantiomers of 19
equilibrate with achiral dienone 20 via intramolec-
ular 1,4-elimination and 1,4-addition. When the
solution contains (−)-galanthamine, Barton and
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Scheme 1.5 Deracemization of
(a) an enolizable ketone by
enantioselective formation of a
crystalline complex with a
enantiomerically pure chiral diol
(Seebach’s TADDOL derivative),
(b) of HPPH via enantioselective
crystallization of a salt with brucine,
(c) of BINOL via simultaneous
racemization of (R)-(+)-BINOL
during precipitation of a Cu(II)/(+)-
amphetamine/(S)-(−)-BINOL
complex.
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Kirby observed that (+)-19 would precipitate selec-
tively [339]. Alternatively, when a seed (inoculate)
of pure (−)-19 is added to this mixture, selective
crystallization of (−)-19 is induced that forms a
conglomerate in 80% yield after cooling and sol-
vent evaporation (Scheme 1.6). The method has
been applied in a pilot-scale process for the synthe-
sis of (−)-galanthamine [340]. A similar method
(dynamic preferential crystallization) has been
developed for the deracemization of N-substituted
3-hydroxy-3-phenylisoindolin-1-ones using DBU
(1,8-diazabicyclo[5.4.0]undec-1-ene) as catalyst for
the epimerization [341]. In 1941, Havinga reported
an example of spontaneous deracemization (in the
absence of a chiral auxiliary) through spontaneous
crystallization of enantiomerically pure hemihedral

crystals of N-allyl-N-ethyl-N-methylanilinium iodide
in chloroform. In this case, the quaternary ammo-
nium salt is racemized quickly in CHCl3. However,
the method is not practical because both enantiomers
can crystallize and performing the resolution with
reproducibility is difficult [342]. In 1971, Pincock
and Wilson have shown that the crystallization of
1,1′-binaphthyl from its racemic melt is another
example of spontaneous deracemization. Right- or
left-handed crystallites are formed with equal prob-
ability. It can be made stereospecific by addition of
low-concentration chiral additives [343–345]. Vlieg
and coworkers [346], as well as Blackmond and
coworkers [347], have shown that the stirred crys-
tallization of a suspension of nearly racemic amino
acid derivative can yield crystals made of a single
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Scheme 1.6 Industrial
enantioenrichment of a racemate
based on the crystallization of a
conglomerate by seeding.

enantiomer so long as the amino acid can be inverted
into either enantiomer.

Irradiation of racemic amino acid derivatives with
circularly polarized light (CPL) might induce a small
ee, which can be amplified by conglomerate for-
mation. A racemate composed of equal amounts
of left-and right-handed crystals in contact with
the irradiated solution is converted into crystals of
single handedness through abrasive grinding when
racemization is effected in the solution [348].

1.14.5 Self-disproportionation of enantiomers

Self-disproportionation of enantiomers (SDE) of
chiral, nonracemic compounds can take place in
phase transitions, in gravitational fields, and in
chromatography. It leads to the formation of enan-
tiomerically enriched and depleted fractions under
achiral conditions. In many instances, recrystalliza-
tion of enantiomerically enriched compounds allows
one to obtain an enantiomerically pure fraction next
to an enantiomerically depleted fraction, if not a
fraction containing a pure racemic compound [349].
Because of the fact that racemic and enantiomerically
pure crystals have different densities, they can be
separated via density gradient ultracentrifugation
[350] or suspension precipitation [351]. Sublimation
of a crystalline enantiomerically enriched product
may provide a sublimed fraction that is enantiomer-
ically enriched and a remaining fraction that is
enantiomerically depleted, or vice versa [352]. This
sort of enantioenrichment has also been observed in
distillations [353]. Very often, SDE is observed during
achiral chromatography [354] as reported first by
Cundy and Crooks in 1983 [355]. They observed two
different peaks for racemic and enantiomerically pure

fractions in the chromatogram of enantiomerically
enriched nicotine under the conditions of achiral
(both the stationary and mobile phase were achiral)
high-performance liquid chromatography (HPLC).
This phenomenon can be explained simply in the fol-
lowing way. In solution, enantiomers (R)-P and (S)-P
migrate with the same retention time. They can equili-
brate with a homochiral dimeric complexes (R,R)-P-P
and (S,S)-P-P, and with heterochiral dimeric complex
(R,S)-P-P. The homochiral complexes have the same
stability and interact with the stationary phase and
mobile phase in the same way. They migrate in the
chromatography column with the same retention
time, which might be different from that of the hete-
rochiral complex and of the monomeric enantiomers
(R)-P and (S)-P. In such a situation, all the fractions
are racemic if the initial product P is racemic (1 : 1
mixture of the two enantiomers). If one considers
now an enantiomerically enriched compounds made
of two parts of (R)-P and one part of (S)-P, the same
dimeric complexes will also form. Assuming that
the heterochiral dimeric complex (R,S)-P-P is more
stable than the homochiral complexes (R,R)-P-P and
(S,S)-P-P and the monomeric enantiomers (R)-P and
(S)-P, there will be an excess of (R)-P in the solution.
If one assumes monomeric (R)-P to be eluted faster
than (R,S)-P-P, this gives a first fraction containing
enantiomerically pure (R)-P and then migrates the
heterochiral complex giving a fraction containing
racemic (±)-P. This is an ideal situation. In practice,
more complexes can equilibrate with the monomeric
and dimeric complexes and their relative stability
might be very similar; their relative amounts will
depend on concentration (mass law effect). Never-
theless, their retention time may differ enough and
lead to enantiomerically enriched fractions of the
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enantiomer in excess in the initial mixture. Separa-
tion by HPLC is not always necessary for SDE. For
example, simple preparative flash chromatography
on silica gel (EtOAc as eluent) of (R)-methyl p-tolyl
sulfoxide of 86% ee gives a first fraction of 99% ee and
a last fraction of 63% ee [356]. Chromatography with
achiral phases of nonracemic mixtures of binaphthol
furnishes a first fraction with an ee close to 100% and
the following fraction has an ee close to 0% (racemic
mixture) [357]. The 1H-NMR spectra of enantiop-
ure (S)-binaphthol ((S)-(−)-1,1′-bi(2-naphthol), or
(S)-(−)-1,1′-binaphthalene-2,2′-diol: (S)-BINOL),
and of (±)-binaphthol in CDCl3 show different sig-
nals for the OH proton at 𝛿H = 6.30 and 6.37 ppm,
respectively, when taken at the same concentration,
which indicates the occurrence of diastereomeric
interactions of binaphthol enantiomers in CDCl3.
Similar effects are reported with the NMR spectra of
optically active and racemic dihydroquinine [358] and
with the NMR and IR spectra of leucine dipeptide
[359, 360] and organothiophosphorous depsipeptides
in solution [361].
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In 2006, Blackmond and coworkers [362, 363],
and Hayashi et al. [364], independently found that
enantioenriched proline may not be fully soluble in
some solvents [365]. Proline is almost insoluble in
CHCl3. In the presence of 1% EtOH, proline with low
ee (1–10%) separates to give solutions of proline with
high ee (97–99%). The enantiomeric enrichment in
solution is linked to the different crystal packing in the
racemic compound and in the conglomerate crystals,
as revealed by powder X-ray diffraction studies. In
crystals of (±)-proline, the crystal packing is more
compact due to NH· · ·O hydrogen bonds and weak
CH· · ·O interactions, whereas the crystal packing
in the conglomerate is extended only by NH· · ·O
hydrogen bonding interactions. When (±)-proline
is crystallized from CHCl3 the crystals are 1 : 1 : 1
d-proline/l-proline/CHCl3. Powder X-ray diffraction
studies show a more compact packing in these cocrys-
tals, with extensive hydrogen bonding including an

hydrogen bond from the C—H group of CHCl3. The
cocrystals are more stable than usual racemate crys-
tals and thus have lower solubility. Enantiomerically
pure l- or d-proline are organocatalysts [366, 367]
in several reactions in which they form with aldehy-
des and ketones ene-amine nucleophiles [368] (e.g.
Stork enamine reaction [369, 370], aldol reaction
(Section 5.7.6) [371], and Michael–Stork addition
[372]) or iminium electrophiles (e.g. acid-catalyzed
Mannich reaction [373–376], Eschenmoser salts
[377], and Pictet–Spengler isoquinoline synthe-
sis [378, 379]). Because of the partial solubility of
nonenantiopure proline, the ee of the product formed
in a proline-catalyzed aldol reaction might be much
higher than that of the amino acid employed as cat-
alyst (see nonlinear effects in asymmetric synthesis,
Section 3.7.7) [362, 363].

1.15 Thermodynamic (equilibrium)
isotopic effects

Isotopic labeling is an extremely useful tool for the
study of reaction mechanisms and equilibria in chem-
istry and biochemistry and for structural analysis
[380, 381]. Isotopic substitution of a molecule causes
no change in electronic structure. However, the
change in nuclear mass causes a change in vibra-
tional frequency 𝜈 and small changes in average bond
lengths. Molar volumes of hydrocarbons such as ben-
zene, toluene, cyclohexane, and methylcyclohexane
are c. 3% greater than their perdeuterated analogs
[382]. This is a manifestation of the bond stretching
anharmonicity, which makes the C—H bonds longer
than the corresponding C—D bonds [383–385].
Bonds X—H and X—D differ in their zero-point
energies (ZPE) as shown in Figure 1.26 [386–390].
Bending modes are also affected by isotopic sub-
stitution and contribute to the relative stability and
geometry of the molecules [391]. The effect of isotopic
substitution on an equilibrium constant is referred
to as a thermodynamic or equilibrium isotope effect
(EIE) (see kinetic isotope effects, KIE, Section 3.9).
For example, self-dissociation constant of H2O in
H2O (2H2O ⇄ H3O+ +HO−) is larger than that of
D2O in D2O by a factor of 6.88 at 25 ∘C [392, 393].
Similarly, dissociation constants K a of acids A–H in
H2O are generally larger than those of correspond-
ing A–D in D2O. For acetic acid, one reports pK a
(AcOH/H2O) = 4.73 and pK a(AcOD/D2O) = 5.25
(dissociation constant is larger for the O—H than for
the O—D bonds) [394–396]. The linear relationship
(1.112) has been found for Brønsted acids of different
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types (mineral and carboxylic acids, phenols, thiols,
ammonium salts, amino acids, imidazoles, etc.) (138
experimental pairs, correlation coefficient of 0.998)
[397].

pKa(A − D∕D2O) = 0.32 + 1.044 ⋅ pKa(A − H∕H2O)
(1.112)

The dissociation constant ratio K a(A–H+H2O
⇄ A− +H3O+)/K a(A–D+D2O ⇄ A− +D3O+) = KH
/KD is an example of primary deuterium thermo-
dynamic isotopic effect as the O—H/O—D bond is
exchanged in these dissociation processes. This ratio
of KH/KD is usually larger than unity (KH/KD > 1)
for such primary isotope effects. When this is
the case, it is termed a normal equilibrium deu-
terium isotopic effect. In these equilibria, a strong
𝜎(O—H) bond of H2O is exchanged with a weaker
𝜎(O—H) bond of H3O+. The consequence is that
the stretching and bending vibration frequencies
of the O—H bond in H3O+ are smaller than those
of the O—H bond in H2O. If one considers the
Morse potential of a diatomic molecules X—H
(Figure 1.26), the zero-point energy ZPE(X–H)
(energy of the lowest vibrational level vo) is given by
Hooke’s law (Figure 1.26, see also Figure 3.19). The
zero-point energy level ZPE(X–D) is of lower energy
for the deuterated X–D molecule. The difference
ZPE(X–H)−ZPE(X–D) is given by 1/2(h𝜈XH − h𝜈XD),
with 𝜈XH and 𝜈XD the stretching vibration frequency
of the X–H and X–D molecules, respectively.

The difference ZPE(X–H)−ZPE(X–D) is larger for
a strong bond (large force constant, f ) than for a weak
bond (small force constant, f ). Thus, if the equilibrium

exchanges a strong 𝜎(X–H,D) bond in the reactant
with a weak 𝜎(Y–H,D) bond in the product, the energy
difference ΔΔE(H/D) = ΔEH −ΔED < 0 (Figure 1.27).
One can take ΔΔrHT (H/D) = ΔΔE(H/D). If the
isotope substitution does not affect the entropy
of the reaction under study, one can assume
ΔΔrST (H/D) = 0. This gives ΔΔrGT (H/D)< 0 and
KH/KD > 1. If one exchanges a weak X—H bond of
the reactant for a strong Y—H bond in the product,
KH/KD < 1, which is referred to an inverse equilibrium
deuterium isotopic effect.

The difference in the energy of X—H and X—D
bond is due to change in nuclear mass, which, in
turn, causes a change in vibrational frequency for
vibrations involving that nucleus (H or D). A X—H
stretch possesses vibrational frequency, 𝜈 = 1303√

f ∕𝜇 in cm−1, where 𝜇 is the reduced mass of mx
and my: 𝜇 = (mX⋅mY)/(mX +mY). For example, for
X–H and X–D, with mX = mass of fragment X, the
frequency ratio 𝜈XH/𝜈XD is given by Eq. (1.113).

𝜈XH

𝜈XD
=

√
(mX•2)∕(mX + 2)√
(mX•1)∕(mX + 1)

(1.113)

As mD(=2) and mH(=1) are much less than mX,
the frequency ratio 𝜈XH/𝜈XD becomes almost equal to√

2∕
√

1 =
√

2 = 1.414.
Because the energy E+ZPE(X—D) of an X—D

bond is lower than that of E+ZPE(X—H) of an X—H
bond, it is harder to break an X—D bond than an
X—H bond. This is general for any nuclei and is the
origin of the primary equilibrium isotope effects.
As a rule (however, see below) the heavier isotope
always prefers the more constrained site, the bond the

1 ff
=1303 in cm–1

2πν = μμ

re

0

νo(X—H)

νo(X—D)

ZPEX—H = 1/2 hνXH

ZPEX—D = 1/2 hνXD

Dissociation

Hooke’s
non-harmonic

Morse potential curve

E Potential
energy

Hooke’s law (for harmonic potential)

f = force constant

X—H(D) internuclear distance

(reduced mass)

rXD

rXH

_

_

μ =
mX·mY

mX + mY

Figure 1.26 Anharmonic Morse
potential for molecule X—H.
re = equilibrium internuclear
distance; rXH = average X—H bond
length; rXD = average X—D bond
length; and ZPE = zero-point energy.



1.15 Thermodynamic (equilibrium) isotopic effects 51

Figure 1.27 Representation of the Morse
potential energy curves for a product
equilibrating with a reactant in which the
Y—H bond in the product is weaker than in
the corresponding X—H bond in the
reactant. This usually leads to a normal
equilibrium isotopic effect KH/KD > 1;
however, see equilibrium (1.115). vo(X–H)

vo(X–D)

vo(Y–H)

vo(Y–D)ΔEH

ΔED

Reactant Product

KH/KD

Strong force constant Weak force constant

Figure 1.28 Equilibrium
deuterium isotope effect on the
Cope rearrangement of
1,5-hexadiene. Deuterium
“prefers” to be bonded to C(sp3)
centers because of the larger
difference in ZPE energies
(equilibrium isotope effect
corresponds to K(1.114)≅ 1.10
per deuterium atom at 25 ∘C).

D

D

D

D

2

3
4

5
6

D

D

D

D

K = 1.25 (200 °C)

K ≅ 1.41 (25 °C)

21 22

ZPEC–H
ZPEC–D

Potential curve of

the C(sp3)–H(D)

bending

Potential curve of

the out of plane

C(sp2)–H(D) bending

ν (C–H bending) ≈ 800 cm–1

ZPEC–H

ZPEC–D

ν (C–H bending) ≈ 1350 cm–1

(1.114)

least easy to deform; the heavier isotope prefers to be
located in the highest frequency oscillator. In the case
of C—H and C—D bonds, the energy difference due
to the difference in ZPE can be estimated from the
vibrational frequency, which is about 3000 cm−1 for a
C—H bond (infrared spectroscopy):

ZPE(C—H) − ZPE(C—D) ≅ 1/2 h𝜈

− 1
2
√

2
h𝜈 =

(
1
2
− 1

2
√

2

)
(8.6 kcal mol−1)

= 1.3 kcal mol−1 (1.114)

This means that the BDE (DH∘(C•/H•) of a C—H
bond is about 1.3 kcal mol−1 lower than the BDE
of the corresponding C—D bond. Although such a
difference in activation energy corresponds to nearly
a 10-fold difference in the rate of a reaction at 25 ∘C,
in hydrogen transfers or other processes that break
C—H or C—D bonds, the usual primary kinetic
isotope effects vary between kH/kD = 2 and 7 (at
room temperature), unless hydrogen atom tunneling
occurs (Section 3.9.1). An example of secondary deu-
terium thermodynamic effect is given (Figure 1.28)
for the Cope rearrangement (1.114) (Section 3.4.3 and
section “Cope Rearrangements”) [398–402].

Oxidative addition of H2 to transition metal
complexes is an important step in the catalytic

hydrogenation of unsaturated organic compounds
(Sections 7.7.8 and 7.8). An inverse primary equi-
librium isotopic effect KH/KD = 0.63 is measured
for equilibrium (1.115) at 60 ∘C. This is a surprise if
one compares the strong 𝜎(H—H) bond with a high
stretching frequency with the much weaker 𝜎(W—H)
bond stretching frequency that should lead to a
normal primary isotopic effect KH/KD > 1. On mea-
suring EIE(1.115) as a function of temperature, one
establishes that the contribution of entropic effects
to the isotope effect is small. The addition of D2 is
more exothermic than that of H2. If one includes the
bending vibration modes (Figure 1.29), one finds that
the ZPE for W(PMe3)4D2I2 is significantly lower than
that of W(PMe3)4H2I2 to the extent that an inverse
EIE is observed [403, 404].

W
Me3P

Me3P PMe3

PMe3

I

I

W
Me3P

Me3P I

I

PMe3

PMe3

D,H

D,H

+ H2(D2)

KH/KD 60 °C
(1.115)
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Figure 1.29 Vibrational modes associated with a C2 symmetric [MH2] type of dihydride. In addition to the two stretching modes (𝜈),
the [MH2] fragment has four more low-energy vibration modes (𝛿 and 𝜏). H2 has only one vibration (stretching) mode.

In the case of the Vaska system (Section 7.7.3),
the oxidative addition (1.116) shows a primary
EIE = KH/KD = 0.41 at 25 ∘C. It becomes unity near
90 ∘C and 1.41 at 130 ∘C [405].

H2(D2) + Ir(PMe2Ph)2(CO)Cl
⇄ Ir(PMe2Ph)2(CO)(Cl)H2(D2) (1.116)

A more complete analysis of isotope effects con-
siders other factors that add to the ZPE term. In fact,
EIEs are determined from the molecular translational,
rotational, and vibrational partition function ratios,
according to the expression (1.117) [406, 407].
EIE = KH∕KD = SYM ⋅ MMI ⋅ EXC ⋅ ZPE (1.117)
where SYM= [𝜎(R—H)/𝜎(R—D)]/[𝜎(P—H)/𝜎(P—D)]
is the symmetry number that is factored out of the
rotational partition function, R—H (nondeuterated)
and R—D (deuterated) refer to the reactant, P—H and
P—D to the product;
MMI = {[m(P—H)∕m(R—H)]3∕2

× [I(P—H)∕I(R—H)]1∕2}
× ∕{[m(P—D)∕m(R—D)]3∕2

× [I(P—D)∕I(R—D)]1∕2}
is the mass moment of inertia term that is factored
out of the translational and rotational partition func-
tions with m for molecular masses and I for inertia
moments;

EXC = {Π{[1− exp(−u(R—H)i)]/[1 — exp(−u(R—
D)i)]}}/{Π{[1− exp(−u(P—H)i)]/[1−exp(−u(P−D)i)]}}
is the excitation term that takes into account vibra-
tionally excited states, with u(R—H)i, u(R—D)i,
u(P—H)i, and u(P—D)i correspond to the respec-
tive h𝜈i/kbT , h𝛿i/kbT , and h𝜏 i/kbT values. Finally,
ZPE = {exp[Σ(u(R—H)i −u(R—D)i)/2]}/{exp[Σ(u
(P—H)i −u(P—D)i)/2]} is the traditional zero-point
energy term.

The occurrence of an inverse deuterium EIE at
low temperature for equilibria (1.115) and (1.116) is
the consequence of six isotope-sensitive vibrational
modes in the dihydrides, which, in combination, result
in the total ZPE stabilization to be greater than that for
the single isotope-sensitive vibrational mode in H2.
At high temperature, the [SYM⋅MMI⋅EXC] entropy
component dominates and the EIE is normal because
the entropy of D2 is greater than that of H2. If the ZPE

contribution reaches unity, the [SYM⋅MMI⋅EXC]
entropy component will dominate the EIE already at
relatively low temperature [407].

As mentioned above, on average, the C—D bond
is slightly shorter than the C—H bond. At room
temperature, the 1H- and 13C-NMR spectra of
1,1,3,3-tetramethylcyclohexane show single 1H
and 13C signals, respectively, for the four methyl
groups because of the fast chair/chair interconver-
sion that equilibrates the two axial (Meax) with the
two equatorial methyl groups (Meeq). At −100 ∘C,
the chair/chair interconversion is slowed down
(Δ‡G≅ 9 kcal mol−1) and two 1H and 13C signals
are observed for Meax and Meeq. A chemical shift
difference 𝛿eq − 𝛿ax = Δ𝛿 = 9.03 ppm is measured
in the 13C-NMR spectrum. If one of the methyl
groups is exchange for a trideuterated methyl
groups (CD3), the room temperature spectrum
displays two signals for the methyl groups separated
by 𝛿𝛿 = 0.184 ppm at 17 ∘C in CS2. From these
data, the equilibrium constant is determined to
be K (1.118) = (Δ𝛿 + 𝛿𝛿)/(Δ𝛿 − 𝛿𝛿) = 1.042± 0.001
at 17 ∘C in CS2, which shows that the deuterated
methyl group is sterically smaller and is better “able”
to occupy the more crowded axial position than the
nondeuterated methyl group [408, 409] (Tables 1.A.23
and 1.A.24).

H3C

CH3 CD3

CH3

CH3

CD3

CH3

H3C

K(1.118)
(1.118)

Problem 1.44 Complex A equilibrates with com-
plexes B, C, and D via intermediate I. At equilibrium,
the relative proportions of A/B/C/D are 2.7 : 2 : 2 : 1.
What are B, C, D, and I? Why the relative proportions
A/B/C/D are not 1 : 2 : 2 : 1? [410]

Me

Me Me

Me
Me

RhH
PMe3D

D

D
D

D

A
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1.A Appendix

Table 1.A.1 Standard heats of formation ΔfH
∘ (gas phase) in kcal/mol [1 cal = 4.184 J] for selected inorganic and organometallic

compoundsa,b).

HF −65.1 ±
0.2

H2O −57.8 ±
0.01

NH3 −11.0 CH4 −17.89
± 0.07

BH3 25.5 BeH 76.7 LiH 33.6

HCl −22.1 ±
0.03

H2S −4.9 ±
0.1

PH3 1.3 SiH4 8.2 B2H6 9.8 Mg(OH)2 −136.8 NaH 29.7

HBr −8.7 ±
0.04

H2Se 7 AsH3 16 GeH4 22 BH2 30.0 Fe(OH)2 −79.0 KH 29.4

HI 6.3 ±
0.03

H2Te 24 SbH3 35 SnH4 39 BF3 −217.5 LiOH −56.0

HOCl −17.8 ICN 54.0 IF −22.7 BCl3 −96.3 NaOH −47.3
H2O2 −32.5 HO• 9.3 HO2

• 0.5 HNO 23.8 BBr3 −48.8 KOH −56
NO 21.6 NO2 7.9 N2O 19.6 HNO2 −18.3 HNO3 −32 CsOH −62.0
H2S2 4 EtLi 15.2
S2O −13.5 SO2 −70.9 ±

0.05
SO3 −94.6 SOCl2 −51 H2SO4 −175.7 BuLi −0.6

CO −26.4 ±
0.04

OF2 5.86 NF3 −31.6 CF4 −221 Li 38.1

CO2 −94.0 ±
0.03

SF2 −70.9 PF3 −229.1 SiF4 −386.0 Me4Si −68.8 Na 25.7

CS2 27.95 SCl2 −4.2 AsF3 −188 GeF4 −284.5 B2O3 −199.8 K 21.3
OCl2 21.0 GeCl2 −41 UF6 −513 O3(ozone) 34.1 Cs 76.5

(Z)-HN
= NH

50.9 H2N —
NH2

22.8 H2N—OH −10 HN3 70.3 Urea −58.7 Thiourea 5.5 HCN 32.2

CIF −12.0 ICI 4.2 LiCl −47 (LiCl)2 −143 (LiCl)3 −240 NaCl −43.4 (NaCl)2 −135.3
KCl −51.3 (KCl)2 −147.6 RbCl −55 (RbCl)2 −150 CsCl −57.4 (CsCl)2 −157.7 MgCl2 −93.8
CuCl 21.8 FeCl2 −33.7 NiCl2 −17.7 Cp2Ni 85.3 Cp2Os 73.8
MeSiF3 −294.6 MeSiCl3 −126.4 MeHgCl −13.2 MeHgBr −4.5 MeCd 49.9 MeZn 45.5
Me2Bi 63.3 Me2Cd 29.4 Me2Ga 19.3 Me2Hg 22.6 Me2In 63.7 Me2Sb 33.6 Me2Zn 13.2
Me3Bi 46.5 Me3Al −20.7 Me3Ga −11.0 Me3Ge 22.2 Me3In 43.9 Me3Sb 7.7 Me3Zn 31.6
Me3Pb 54.4 Me4Pb 32.5 Me4Sn −5.0 CpTiCl3 −124.5 Cp2TiCl2 −63.3 Cp2HfCl2 −102.4 Cp2MoCl2 1.0
Cp2Mg 32.9 Cp2Ti −2.7 Cp2V 48.6 Cp2Cr 59.6 Cp2Mn 66.2 Cp2Fe 57.9 Cp2Co 73.8

a) NISTWebBook of Chemistry: http://webbook.nist.gov/chemistry. Standard deviations are not available for all compounds.
b) Me=CH3; Cp=C5H5.
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Table 1.A.8 Homolytic C—H bond dissociation enthalpies DH∘(R•/H•) of C1 and C2 hydrocarbons in kcal mol−1 (1 cal = 4.184 J).

CH4

−H•

−−−→ CH⋅
3

−H⋅

−−−→ :CH2

−H⋅

−−−→ :CH• −H⋅

−−−→ :C:

ΔfH∘(gas) −17.8 34.8 93 142.4 171.3
DH∘(R•/H•): 104.7 110.3 101.5 81

CH3—CH3
−H⋅

−−−→ CH3CH•
2

−H⋅

−−−→ CH2=CH2
−H⋅

−−−→ CH2=CH• −H⋅

−−−→ CH≡CH
ΔfH∘(gas) −20.24 28.4 12.5 71 54.5
DH∘(R•/H•): 100.7 36.2 110.6 43.2

CH≡CH
−H⋅

−−−→ CH≡C• −H⋅

−−−→ C2 → 2C
ΔfH∘(gas) 54.5 114 198.8 342.6
DH∘(R•/H•): 111.9 136.9 DH∘(C•/C•) = 143.8

Table 1.A.9 Substituent S effects (ES) on the relative stability of primary alkyl radicals as given by Eq. (1.83).a)

S H CH3 CH3—CH2 t-Bu
DH∘(SCH⋅

2/H•) 104.7± 0.2 100.7± 0.2 101.1± 0.3 100.3± 2.0
ES (0) 4.6± 1.0 3.6± 1.0 4.4± 2

S CH2=CH CH≡C Ph CH3OOC N≡C COMe
DH∘(SCH⋅

2/H•) 86.3± 1.5 89.4± 2.0 89.± 1.0 76 95.3 93± 2.5 98± 1.8
ES 18.4± 1.7 15.3± 2.2 16± 1.2 29± 2 9.7± 2 12± 2.7 7± 2

S CHO SMe F Cl Br I NH2 NMe2 OH OMe
DH∘(SCH⋅

2/H•) 94.8± 2.0 92.± 1.0 103.± 1.0 102.7± 2 103.2± 2 103± 2 95.6± 2 84.1± 2.2 94.1± 2 93.1± 2
ES 10± 2.2 12.7± 1.2 2± 1.2 2± 2.2 1.5± 2.2 2± 2.2 11± 2.2 20.5± 2.2 10.5± 2.2 11.5± 2.2

S Me H Me Me Me

Me

CF3

DHo(SCH⋅
2/H•) 85.6± 1.0 85.6± 1.5 78.0± 1.1 97.4± 1.6 108± 1.1

ES 19.4± 1.2 19.4± 1.7 27± 1.2 7.6± 1.8 −3± 1.3

a) Values taken from Table 1.A.8 and from [88, 89, 411].
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Table 1.A.10 Rüchardt’s homolytic C—H bond dissociation enthalpies DH∘(RR′R′′C•/H•) in DMSO and radical stabilization
enthalpies (RSE) relative to methyl-substituted radicals, including corrections arising from differential R, R′, and R′′ group
interactions between precursors and radicals (see text), in kcal mol−1 [1 cal = 4.184 J].a)

Secondary carbon-centered radicals RR′HC• Tertiary carbon-centered radicals RR′R′′C•

R R′, R′′=H DH∘(C•/H•) RSE R R′, R′′=Me DH∘(C•/H•) RSE

Me Me 98.7 (0) Me Me 95.7 (0)
Ph Me 90.3 −8.4 Ph Me 87.3 −8.4
t-BuO Me 96.9 −5.9 i-PrO Me 93.9 −5.9
NH2 Me 97.1 −3.9 NH2 Me 94.2 −3.9
COPh Me 92.9 −6.0 COPh Me 89.9 −6.0
COOEt Me 95.6 −2.8 COOEt Me 92.6 −2.8
CN Me 94.9 −3.4 CN Me 91.9 −3.4
COOEt Ph 88.6 −10.1 COOEt Ph 85.6 −1 0.1
COMe COMe 87.7 −11.4 COMe COMe 84.7 −11.4
CN CN 87.6 −2.5 CN CN 84.6 −2.5
CN OMe 90.3 −8.1 CN OH 87.3 −8.1

—CON(Bu)CH2CON(Bu)— 92.4 −6.3 —CON(Bu)CH2CON(Bu)— 89.4 −6.3
CN NH2 84.9 −13.8 COO—t-Bu NH2 81.3 −14.8
COOMe NH2 84.3 −14.8 Ph Ph 82.8 −12.9
COPh NMe2 78.3 −21.6 9,10-Dihydroanthryl-9-yl 83.5 −15.2
Ph Ph 85.8 −12.9
Fluoren-9-yl 81.7 −16.0 9-Methylfluoren-9-yl 79.7 −16.0
Xanth-9-yl 80.6 −18.1 9-Methylxanth-9-yl 77.6 −18.1
CH2=CH2 Me 86.1 −12.6 CH2=CH Me 83.1 −12.6
Inden-1-yl 83.0 −15.7 Pentamethylcyclopentadienyl 82.0 −13.7
Anthron-10-yl 80.9 −17.8

a) Taken from [412].
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Table 1.A.11 Bordwell’s homolytic bond dissociation enthalpies DH∘(X•/H•) measured in DMSO by Eq. (1.82), in kcal mol−1

(1 cal = 4.184 J)a)(in square parentheses: gas-phase values, Table 1.A.8)

O—H bonds

MeOH 104.6 [103.8] 4-AcC6H4OH 92.8 (TEMPOH)

N
OH

EtOH 103.0 [104.5] 4-NCC6H4OH 94.2 68.7
t-BuOH 105.5 [105] 4-O2NC6H4OH 94.7
PhOH 90.4 [86.5] 2,4,6-tri(t-Bu)

C6H2OH

82.3

3-MeOC6H4OH 90.8 Et2NOH 75.9
4-MeOC6H4OH 84.6 (t-Bu)2NOH 68.2 (t-Bu)(i-Pr)C=NOH 86.0
4-ClC6H4OH 88.7 N OH 78.0 (t-Bu)2C=NOH 82.6

4-PhC6H4OH 87.6 PhCON(i-Pr)OH 81.2
4-H2NC6H4OH 77.3 PhCON(t-Bu)OH 79.9
4-(O−)C6H4OH 73.0 N-Hydroxyphthalimide 89
(α-tocopherol)

O

Me

HO

Me

Me
Me

Me Me 80.9

N—H-bonds
NH2—H [108] PhNH2 92 [88] Pyrrole 97
MeNH—H [100] PhN(Me)H 89 [87.5] HN3 94
Me2N—H [91.5] Ph2NH 87.5

C—H bonds
H

H

81 [82.8] PhHCHCN 81.9

H H

80

HCH(CN)2 90
HCH2COPh 93
Ph2CH2 82 [81.4]

Ph3CH 81 PhCH2—H [89] PhHCHSO2Ph 90.2

H H

78.9 [83.9]

O

75.5 PhHC(CN)2 77

HCH2COOH3 94

Ph H

74

N

Ph

H

H

82

a) Taken from [95, 96a, 97, 98].
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Table 1.A.13 Standard heats of formation of radicals X•, anions X−, electron affinities −EA(X•) = ΔfH
∘(X−)−ΔfH

∘(X•) =
DH∘(X−/H+)−DH∘(X•/H•)+ EI(H•), ionization energies IE(X•) = ΔfH

∘(X+)−ΔfH
∘(X•), homolytical bond dissociation enthalpies

DH∘(R•/X•), heterolytical bond dissociation enthalpies DH∘(R+/X−), and heats of formation of RX, in kcal mol−1.

X• 𝚫fH∘(X•) 𝚫fH∘(X−) −EA(X•) IE(X•) DH∘(X•/H•) DH∘(X−/H+) 𝚫fH∘(X—H)

H• 52.1 34.7 −17.4 313.6 104.2 400.4 0
HO• 9.3 −32.7 −42 299.8 119.2 390.8 57.8
HS• 33.3 −19.4 −52.7 239.1 89.9 351.1 −4.9
HSe• 43 −8 −51 226 88 350 7.0
H2N• 45.5 27 −17 257 107 404 −11.0
H2P• 33.3 6.4 −27 226 84.6 371 1.3
CH3

• 34.8 33.2 −1.8 227 104.7 416.6 −17.8
MeCH2

• 28.4 34.2 6.4 190 100.7 420.1 −20.0
EtCH2

• 23.5 24.1 1.9 186.5 101.1 415.6 −25.0
Me2CH• 22.0 28.9 9.5 170 99.4 419.4 −25.0
Me3C• 11.0 14.3 5 154.5 95.2 413.1 −32.1
ClCH2

• 31 10.8 −18.4 198 100.9 396 −20.0
BrCH2

• 42 18 −24 182 102 393 −8.2
ICH2

• 24.4 386 3.4
MeOCH2

• −3 −2.6 1 160 93.0 407 −44.0
MeSCH2

• 35.4 18.4 −17 158.6 96.6 393 −8.9
Me2NCH2

• 26 35 9 131 83.9 >406 −5.6
Me2PCH2

• 1.0± 4 391 −24.1
N≡C• 104 17.7 −86.2 123.8 351 32.2
HC≡C• 114 65.5 −69 270 111.9 377 54.2
H2C=C=CH• 82 60.5 −20.6 200 87.7 380 45.5
MeC≡C• 124.6 60 −64.5 132 381 44.2
CH2=CH• 71 52.8 −18.5 205 110.6 406 12.5
N≡C—CH2

• 59 25.1 −33.7 230 93 372.8 17.6
MeCOCH2

• 20 98 368.8 −52.2
HC≡C—CH2

• 81 60.5 −21 200 88.8 381 44.2
H2C=CH—CH2

• 40.9 29.5 −9.5 187 88.1 391 4.9
49 28.2 −21 167 76.0 369 18.1

c-C5H5
• 58 19.6 −38.5 194 78.5 354 33.2

−29.3 31.8
Ph• 81 53.4 −25.3 195 113.3 401.7 19.8
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Table 1.A.13 (Continued)

X• 𝚫fH∘(X•) 𝚫fH∘(X−) −EA(X•) IE(X•) DH∘(X•/H•) DH∘(X−/H+) 𝚫fH∘(X—H)

Ph—CH2
• 49.5 27 −20.7 166 89.7 381 12.0

c-C7H7
• 67.6 53 −14.3 144 76 375 44.6

91 400 57.0

CH3O• 4.1 −33.2 −37.4 198 104.2 380.5 −49.0
CH3CH2O• −4.1 −44.5 −40.4 104.2 377.4 −56.0
CH3(CH2)2O• −10.5 −50.7 −40 ∼212 103.5 376 −66.0
MeOCH2CH2O• −35 −79 −43.8 104 374 −87.5
(CH3)2CHO• −13 −56 −43 ∼212 104.5 375 −65.2
t-BuO• −21 −65 −44 105 374.5 −74.7
H2C=CHC•HMe 31.7 170.3 83.9 −0.15
H2C=CH—CH2—CH2

• 46 185 98.2 −0.15
H2C=C(Me)—CH2

• 29 85.1 −4.3
H2C=C—C•HEt 25 −5.0
H2C=CHC•Me2 19 −6.1
CH3S• 30 −14 −44 ∼186 87 357 −5.5
CH3CH2S• 24 −21.5 −45.5 87 355 −11.0
(CH3)2CHS• 17 −30.5 −47.5 87 353 −16.2
t-BuS• 11 −39 −48.2 87 352 −26.2
F• 19.0 −59.5 −78.4 401.8 136.2 371 −65.1
Cl• 29.2 −54 −83.4 299.0 103.4 333 −22.1
Br• 26.7 −51 −77.6 272.4 87.5 324 −8.7
I• 25.6 −45 −70.5 241.0 71.4 314 6.3
N3

• 110.7± 5 48.5± 4.0 −62 92.5± 5 344± 3.0 70.3
NO2

• 8 −45.2 −53 79± 2 340± 5.0 −18.3
NO3

• 17 −73.3 −90 101± 5 325 −32.0
SiH3

• 48.5 15 −33.4 187.7 92.2 372 8.2
Li•(gas) 38.5 24 −14 124 57.3 356 38.1
Na•(gas) 25.6 13 −13 118 25.7
K•(gas) 21.3 10 −11.5 100 44.4 346 21.3

IE(H•) = 313.1 kcal mol−1, ΔfH∘(H+) = 365.2 kcal mol−1 a) (1 cal = 4.184 J, 1 eV/molecule =̂ 23.0603 kcal mol−1].a,b)

a) See Tables 1.A.7 and 1.A.8. Accuracy, in general, better than ±2 kcal mol−1.
b) Taken from [7].
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Table 1.A.14 Thermochemical parameters for selected carbenium ions R+ and related radicals in the gas phase, in kcal mol−1

(1 cal = 4.184 J).

R+ DH∘(R+/H−) 𝚫fH∘(R+)a) 𝚫fH∘(R•)b) 𝚫fH∘(RH)gasc) DH∘(R•/H•)b)

H+ 400 365.7 52.1 0.0 104.2
CH+ 327 387 142.4 93.9 100
CH2

+ 334 334 93 34.8 110
CH3

+ 313.4 261.3 34.8 −17.8 104.7
CH2=CH+ 291 ∼269 63.4 12.5 110.6
CH3CH2

+ 270 216 28.0 −20.2 100.7
HC≡C—CH2

+ 271 281 82 44.7 88.8
CH2=CH—CH2

+ 258 ∼226 39 4.9 88.1
CH2=C+—CH3 266 237 57 4.9 104
CH3CH2CH2

+ 267 211 24.0 −24.8 101.1
CH3—C+H—CH3 251 190.9 22.3 −24.8 99.4
CH3CH2CH2CH2

+ 265 200 18.0 −30.4 101.1
CH3CH2C+HCH3 248 183 17.0 −30.4 99.1
(CH3)2CHCH2

+ 265 198 16 −32.4 100.1
(CH3)3C+ 233 167d) 11.0 −32.4 95.2
CH2=C(CH3)CH2

+ 248 211 29 −4.0 85.1

CH3
249 222 51 5.7 97

CH3C+HCH2CH3CH3 241 173 −35.1
H2N—CH2

+ 218 178 38 −5.5 95.6
NC—CH2

+ ↔ +N=C=CH2 318 301.8 59 17.6 93
O=CH+ ↔ +O≡CH 255 195 10 −26 88
HO—CH2

+ ↔ H+O=CH2 254 172 −6.2 −48 94.1
CH3CO+ ↔ MeC≡O+ 224 151 −6 −39.7 86
(CH3O)CH2

+ 243 163 −3 −44 −93.1
Ph+ ∼287 272 79 19.8 113.3

243 195 −15 97

231 194 −40.7

227 185 −9

249.8 198.2 24.3 −18.4 94.8

226.5 168 −25.3

226 160 −32.7

227.5 157 −37
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Table 1.A.14 (Continued)

R+ DH∘(R+/H−) 𝚫fH∘(R+)a) 𝚫fH∘(R•)b) 𝚫fH∘(RH)gasc) DH∘(R•/H•)b)

232 187 −12.4

225 172 −19.6

233.8 167.5 96.0

224.3 158 98.5

241 214 6 97.4

230 197 1

218 179 −6

221 182 −6

2C-CH3

207 196 22

225 199 8.6 82

255.6 252 31 81

207 149 −25

194 203 59 43.7 67.4

PhCH2
+ 234 213 12.0 89.7

PhC+HCH3 226 200 7.2
PhC+(CH3)2 220 188 1.0
Ph2C+CH3 215 213.6 32
FCH2

+ 289.6 200.3 −55.9 103.1
F2CH+ 283.9 142.4 −108.1 101.0
F3C+ 299 99.3 −166.3 106.2

a) ΔfH∘(H−) = 34.2 kcal mol−1 is used; other value: 33.23± 0.005 kcal mol−1, see [413].
b) See Table 1.A.14.
c) Taken from [24].
d) ΔfH∘(t-Bu+) = 162.1± 0.8 kcal mol−1 is obtained by photoionization coupled with MS; ΔfH∘(t-Bu+) = 170 kcal mol−1 by proton affinity

of isobutene.
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Table 1.A.15 Proton affinities PA(B) of compounds B, 1 atm, 25 ∘C, gas phase. Substituent effects on the relative stability of cations
BH+ given by PA(substituted B)− PA(unsubstituted B).

B+H+ →BH+ PA(B)a) Substituent effects

NH3 NH4
+ 202.3 (0.0)

CH3NH2 CH3NH3
+ 211.3 9.0

(CH3)2NH (CH3)2NH2
+ 217.9 15.6

(CH3)3N (CH3)3NH+ 222.1 19.8
CH3CH2NH2 CH3CH2NH3

+ 214.0 11.7
(CH3CH2)2NH (CH3CH2)2NH2

+ 224.5 22.2
(CH3CH2)3N (CH3CH2)3NH+ 229.0 26.7
FCH2CH2NH2 FCH2CH2NH3

+ 210.2 7.9
F2CHCH2NH2 F2CHCH2NH3

+ 205.9 3.6
F3CCH2NH2 F3CCH2NH3

+ 200.3 −2.0
F3C(CH3)2N F3C(CH3)2NH+ 192 −10.3
H2O H3O+ 170.3 (0.0)
CH3OH CH3OH2

+ 182.2 11.9
(CH3)2O (CH3)2O+H 191.1 20.8
H2Se H3Se+ 174.7 —
H2S H3S+ 173.8 (0.0)
CH3SH CH3SH2

+ 185.8 11.9
(CH3)2S (CH3)2SH+ 197.6 23.7
AsH3 AsH4

+ 180.9 —
PH3 PH4

+ 187.4 (0.0)
CH3PH2 CH3PH3

+ 201.8 14.4
(CH3)2PH (CH3)2PH2

+ 214.0 26.6
(CH3)3P (CH3)3PH+ 223.5 36.1

O O H

H

195.5

CH4 CH5
+ 131.6

CH3CH3 C2H7
+ 143.6

CH3CH2CH3 C3H9
+ 150

Me2CHMe C4H11
+ 163.3

Cyclopropane H-cycloproponium ion 179.8
CH2=CH2 CH3CH2

+ 160.6 (0.0)
CH3—CH=CH2 CH3—C+H—CH3 180.4 19.8
(CH3)2C=CH2 (CH3)3C+ 193.5 32.9

CH3

H

195.2 34.6

207.1 46.5
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Table 1.A.15 (Continued)

B+H+ →BH+ B 𝚫fH∘ (B) BH+ PA(B)a)

Ph—CH=CH2 Ph—C+H—CH3 35.1 199.2 38.7

Ph—C(CH3)=CH2 Ph—C+(CH3)2 28.3 205.2 44.6

−16.0 196.6

−19.4 200

2.4 195.9

12 207

21 201.6

37.5 191

46 217.5

H H 73.5 224.5

−2 216.1

18.1 201.8 (0.0)

11 205.7 3.9

18.1 200.4

10.8 202.1

(continued)
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Table 1.A.15 (Continued)

B+H+ →BH+ B 𝚫fH∘ (B) BH+ PA(B)a)

11.0 207.9

4 213.1

−3 210.6

48.3 212

33.2 200

O=CH2 HO—CH2
+ ↔ HO+=CH2 174.6 (0.0)

O=CH(CH3) HO—C+H(CH3) ↔ HO+=CH(CH3) 185.0 10.4

O=C(CH3)2 HO—C+(CH3)2 193.9 19.3

O=C=CH2
+O≡C—CH3 195.6 —

HCOOH HC+(OH)2 180.1 (0.0)

CH3COOH CH3C+(OH)2 188.7 8.6

CF3COOH CF3C+(OH)2 173.3 −6.8

HCON(CH3)2 H—C+(OH)[N(CH3)2] 209.8 (0.0)

CH3CON(CH3)2 CH3C+(OH)[N(CH3)2] 213.8 4.0

CH2=NH CH2=N+H2 202.3 —

H2C=NCH3 H2C=NHCH3
+ 211.4 −7.6

CH3CH=NH CH3CH=NH2
+ 211.5 −7.7

Pyrrolidine (CH2)4=NH2
+ 226.6

Piperidine (CH2)5=NH2
+ 228

1-Methylpyrrolidine (CH2)4=N(CH3)H+ 230.8

(CH3)2C=NCH2CH3 (CH3)2C=NC(Et)H+ 233.3

(CH3)2S=O (CH3)2S=OH+ 211.4
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Table 1.A.15 (Continued)

B+H+ →BH+ PA(B)a) Substituent effects

Tetrahydrofuran (CH2)4=OH+ 196.5
HCN H—C+=NH ↔ HC≡N+H 174.5 (0.0)
CH3CN CH3—C≡N+H 187 12.5
ClHC2CN ClCH2—C≡N+H 180.9 6.4
CCl3CN CCl3—C≡N+H 177.5 3.0
CH2(CN)2 NCCH2—C≡N+H 177.7 3.2

Ph—H C6H7
+≡

H

H

185.0 (0.0)

Ph—CH3 C6H6CH3
+ 191.5 6.5

PhF C6H6F+ 184.1 −0.9
PhCl C6H6Cl+ 184.0 −1.0
He HeH+ 42.7
Ne NeH+ 48.1
Ar ArH+ 88.6
Xe XeH+ 118.6

N

N

Et

Me

N

N

Et

Me

H

251.3± 4

:CF2 CHF2
+ 172± 2

:CCl2 CHCl2
+ 208.3± 2

:SiH2 SiH3
+ 201± 3

Reference is PA(NH3) = 202.3± 2 kcal mol−1.a) ΔfH∘(H+) = 365.7 kcal mol−1 (1 cal = 4.184 J).a)

a) Taken from [109, 110a, 111, 112, 414–418].

Table 1.A.16 Heats of reactions equilibrating carbenium ions and silicenium ions with corresponding hydrocarbons and silanes, in
kcal mol−1 (1 cal = 4.184 J).a)

Et+

Et+

Et+

Et+

+
+
+
+

+
+
+
+

ΔrHo = – 8 kcal/mol
– 20 kcal/mol

– 1 kcal/mol
– 46 kcal/mol

SiH4
CH3SiH3
CH3SiH3
(CH3)4Si

SiH3
+

CH3SiH2
+

SiH3
+

(CH3)3Si+

Et–H
Et–H
CH3CH2CH3
CH3CH2CH3

a) Taken from [109, 110a, 111, 112, 414].
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Table 1.A.17 Gas-phase acidities ΔG(A—H ⇄ A− +H+) as measured by ion cyclotron resonance mass spectrometry, usually with
partial pressure of the equilibrating compounds (A1H+A2

− ⇄ A1
− +A2H) in the 10−8 to 10−7 Torr range, in kcal mol−1

(1 cal = 4.184 J).a)

Acid 𝚫G∘ (298 K) Acid 𝚫G∘ (298 K) Acid 𝚫G∘ (298 K)

CH4 408.5 C6F5NH2 341.3

N
N

CF3

F3C

H

317.3

NH3 396.1 CH3CO2H 341.1 C6F5COOH 316.6
Si(CH3)4 390.7 p-CF3SO2C6H4CH3 340.7 (C6F5)2NH 316.5
H2O 384.1 CF3OH 340.7 CF3COOH 316.1
PhCH3 373.7 (CH3CO)2NH 339.8 p-CF3SO2C6H4OH 315.7
(CH3)3SiNH2 371.0 CF3SO2CH3 339.8 p-MeC6H4CH(CN)2 315.7
CH3CN 364.0 p-(NCCO)C6H4CH3 339.1 C4F9SO2NH2 315.1
F2NH 363.3 CH3SO2NH2 338.8 CH3SO3H 315.0
CH3COCH3 361.9 HCO2H 338.4 (C6F5)2CHCN 312.4
p-CF3C6H4CH3 359.8 CH3COCN 337.7 (CF3CO)2CH2 310.3
PhNH2 359.1 (CH3CO)2CH2 336.7 HI 309.2
CH3CHO 359.0 CF3CONH2 336.7 2,4,6-(NO2)3C6H2CH3 309.0
Ph2CH2 358.2 p-NO2C6H4NH2 336.2 2,4-(NO2)C6H3OH 308.6
CH3SO2CH3 358.2 PhSO2NH2 333.2 (CF3CO)2NH 307.5
(CH3)3SiOH 356.0 PhCO2H 333.0 (FSO2)2CH2 307.3
CH3CONH2 355.1 4-NH2C5F4N 332.7 PhCH(SO2F)2 307.0
C6F5CH3 354.7 p-CF3SO2C6H4NH2 331.3 m-CF3C6H4CH(CN)2 307.0
PhCOCH3 354.5 p-CF3C6H4OH 330.1 (CF3CO)2CHCF3 305.0
p-(NC)C6H4CH3 353.6 (CH3CO)3CH 328.9 C6F5CH(CN)2 303.6
HCONH2 353.0 (C6F5)2CHPh 328.4 H2SO4 302.2
((CH3)3Si)2NH 352.9 CH2(CN)2 328.3 FSO3H 299.8
Ph3CH 352.8 C6F5CH2CN 327.6 PhCH(CN)2 314.3
p-HCOC6H4CH3 352.6 (CF3)3CH 326.6 CF3SO2NHPh 313.5
(CF3)3CNH2 350.1 p-(NC)C6F4NH2 326.2 CF3CSOH 312.5
CH3NO2 349.7 p-HCOC6H4OH 326.1 m-NO2—C6H4CH(CN)2 303.0
o-NO2C6H4CH3 348.6 p-(NC)C6H4OH 325.3 Picric acid 302.8
PhCONH2 347.0 (CF3)2NH 324.3 (CF3SO2)2CH2 301.5
p-CF3C6H4NH2 346.0 (CF3)3COH 324.0 (CF3SO2)2CHPh 301.3
p-(CF3)3CC6H4NH2 345.6 CHF2COOH 323.8 CF3SO3H 299.5
p-NO2C6H4CH3 345.3 3,5-(CF3)2C6H3OH 322.9 CF3CONHSO2CF3 298.2
PhCH2CN 344.1 CF3COCH2COOMe 322.0 (CF3SO2)2NH 291.8
H2NCN 344.1 CF3SO2NH2 321.3 2,4,6-(CF3SO2)3C6H2OH 291.8
(CF3)2CH2 343.9 p-NO2—C6H4OH 320.9 CF3SO2NHSO2C2F2 290.3
Ph2NH 343.8 C6F5OH 320.8 (C2F5SO2)NH 289.6
p-HCOC6H4NH2 342.3 CHCl2COOH 320.8 (CF3SO2)3CH 289.0
PhOH 342.2 HBr 318.3 (C4F9SO2)2CH2 288.7
CF3COCH3 342.1 HNO3 317.8 (C4F9SO2)2NH 284.1
p-(NC)C6H4NH2 341.5 (C6F5)3CH 317.6

a) Taken from [415].
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Table 1.A.18 Heat of heterolytic dissociations DH∘(R−/H+) (=proton affinities of R−) in kcal mol−1 (1 cal = 4.184 J).a)

R—H DH∘(R−/H+)a) R—H DH∘(R−/H+)a) R—H DH∘(R−/H+)a)

CH3—H 416.6 H 411.5 PhCH2CH2—H 406± 4.6

CH3CH2—H 420.1
C
H2

H 410.5 MeCOCH2CH2—H 401± 4

Me2CH—H 419.4
H

Me 409.2 CH2=CH—CH2—H 391± 2.5

c-C4H7—H 417.4 Me3CCH2—H 408.9 MeC(O)—H 387± 8
c-C5H9—H 416.1 CH2=CH—H 407.5 F2CH—H 389± 3.5
Me(Et)CH—H 415.7 CH2=C(Me)—H 405.8 PhCH2—H 377± 3.5
CH3CH2CH2—H 415.6 Ph—H 401.7 F3C—H 376± 4.5
t-BuH 413.1 H 411± 3.5b) NCCH2—H 369± 4.5

(Me)2CHCH2—H 412.9 FCH2—H 409± 4 HC≡CCH2—H 383± 3c)

H 412.0 CF3CH2CH2—H 406± 3.5 MeC≡CCH2—H 381± 1

a) Taken from [137].
b) Taken from [142a, 143].
c) Taken from [415].

Table 1.A.19 Substituent effects on the stability of anions in the gas phase given as gas-phase acidity differences ΔG∘(HOH ⇄ HO−

+ H+)−ΔG∘(XOH ⇄ XO− +H+), ΔG∘(H2NH ⇄ H2N− +H+)−ΔG∘(XNH2 ⇄ XH3N− +H+), and ΔG∘(H3CH ⇄ CH3
− +H+)−ΔG∘(XCH3

⇄ XCH2
− +H+) in kcal mol−1 (1 cal = 4.184 J).a)

Substituent, X XOH XNH2 XCH3 Substituent, X XOH XNH2 XCH3

H (0.0) (0.0) (0.0) p-CNC6H4 58.8 54.6 54.9
(CH3)3Si 28.1 25.1 17.8 (CF3)3C 60.1 46.0
C6H5 41.8 37.0 34.8 p-NO2C6H4 63.2 59.9 63.2
CH3CO 43.0 41.0 46.6 NO2 66.3 58.8
CF3 43.4 38.1 CF3CO 67.8 59.4 66.4
HCO 45.7 43.1 49.5 p-CF3SO2C6H4 68.4 64.8 67.8
C6H5CO 51.1 49.1 54.0 CH3SO2 69.1 57.3 50.3
p-CF3C6H4 54.0 50.1 48.7 CF3SO2 84.6 74.8 68.7
p-(CF3)3CC6H4 50.2 p-COCNC6H4 69.4
CN 52.0 44.5 COCN 70.8
C6F5 63.3 54.8 53.8 C4F9SO2 81.0
4-C5F4N 72.8 63.3 p-CF3C6H4S(O)

(=NSO2CF3)
82.7

p-HCOC6H4 58.0 53.8 55.9

a) Taken from [153].
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Table 1.A.21 Examples of ionization energies (IE) of neutral organic compounds, in eV/molecule =
23.0306 kcal mol−1 (NIST Chemistry WebBook) (standard deviation do not surpass ±0.1 eV).

H H Me H Me Me

NH3

H2O MeOH Me2O EtOH Et2O H2S MeSH Me2S

O OO OH

H

OH
OH OH

H
N

OH

OH

N
H
N

OO O O OO

O

O

O

O

O

O

O

O

O

O S
S

Me

O

Me Et

O

Et

O
O

MeCHO

O

H

O

H

O

Me

O

Me
n-PrCHO

IE: 10.51 9.73 9.10 8.27 9.6 9.67 9.43 9.01 8.95

IE: 9.07 8.59 8.86 9.62 9.0 8.82 8.25

IE: 8.30 8.66 8.7 9.65 8.1 9.24

CH4 CH3-CH3 CH3CH2CH3 n-Bu-H t-Bu-Me

IE: 12.61 11.52 10.94 10.53 10.21 9.86 9.8 10.35 9.88 eV

IE: 11.4 10.36 9.58 9.69 9.03 8.90 9.93

MeNH2 Me2NH Me3N EtNH2 n-Pr-NH2

IE: 10.07 8.9 8.24 7.85 8.9 8.5 8.41 9.71 8.2

IE: 12.62 10.84 10.03 10.48 9.52 10.46 9.44 8.69

IE: 8.98 8.90 8.68 9.33 8.6 8.15 9.70

IE: 10.15 9.65 9.40 9.16 9.25 8.47 8.68 8.88

IE: 9.05 9.9 10.33 9.19 8.07 7.75 8.86

IE: 9.70 9.31 9.4 9.65 10.23 9.82 10.2 9.3
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Table 1.A.22 Electron affinities –EA(A) = ΔrH∘ (A+ e ⇄ A−) of selected organic compounds in kcal mol−1

(1 eV/molecule = 23.0306 kcal mol−1) (1 cal = 4.184 J).

MeCla CH2Cl2 HCCl3 CHFCl2 CF2Cl2 CH2=CH2 CH=CHMe Me2C=CH2 (Z)-MeCH=CHMe
+79.5 +28.3 +8.0 +22.1 +22.6 +41.0 +45.8 +50.4 +51.1

(E)-MeCH=CHMea FCH=CH2 ClCH=CH2 (E)-FCH=CHF F2C=CH2 Cl2C=CH2
+45.4 +44.0 +29.5 +42.4 +18.4 +55.0 +17.5

HC≡CHa CH2=C=CH2 Butadiene b) (E)-NC-CH=CH-CN MeNO2 CS2 SO2

+59.8 +64.5 +43.7 +12.4 –28.6 –11.1 –11.7 –25.2

PhHc C6F6
b Naphthalenec Anthraceneb Azuleneb H2C=Oa MeCH=Oa EtCH=Od

+25.8 –12.0 +4.4 –13.8 –15.2 +19.8 +27.2 +37.3

PhCHOe (E)-PhCH=CHCHOe Naphthalene-2-CHOe Acetoned Cyclopentanone
–9.9 –18.9 –14.3 –40.5 –41.5 –36.8

CF3COMed MeCOCOMe Ph2C=O benzoquinonea naphthoquinonea 3,4-(Cl)2naphtoquinonea

–60.5 –15.9 –14.3 –44.1 –41.1 –50.7

X-C6H4CNg X = H X = m-CF3 m-CHO m-NO2 p-CF3 p-CN p-CHO p-NO2

–5.5 –10.0 –17.7 –29.3 –13.1 –20.3 –22.6 –33.6

X-C6H4NO2
g X = H X = m-CF3 m-CHO m-NO2 p-CF3 p-CN p-CHO p-NO2

–8.8 –8.9 –14.1 –11.0 –15.9 –14.9 –21.5

Pyridineh Styrene PhCOOMe Cyclooctatetraene Maleic anhydride Butadienehexacarbonitrile
+14.3 +5.8 –4.6 –13.8 –33.2 –74.6

(E)-ClCH=CHCl

MeC≡CH

Cyclobutanone

a) Taken from [419].
b) Taken from [77a].
c) Taken from [420].
d) Taken from [421].
e) Taken from [422].
f ) Taken from [423].
g) Taken from [424].
h) Taken from [425].
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Table 1.A.23 Selected pKa data in water (or extrapolated for water in the case of strong and weak acids) at 25 ∘C.a)

(a) Inorganic acids

AgOH 3.96 H2O 15.6 NH+
4 9.2 HTe− 11.0

Al(OH)3 11.2 H3O+ −1.7 HN3 4.7 H2Te 2.6
B(OH)3 9.23 HS− 12.9 HNO2 3.3 HTeO−

3 8.0
HF 3.0 H2S 7.0 HNO3 −1.3 H2TeO3 2.7
HCl −7.0 HSCN 0.8 H2PO−

2 2.2 HCO−
3 10.3

HBr −9.0 HSO−
3 6.9 H3PO2 2.0 H2CO3 6.4

HI −10.0 H2SO3 1.8 HPO−
4 12.3 HCN 9.4

HClO 7.5 HSO−
4 1.9 H2PO−

4 7.2 HOCN 3.9
HClO2 2.0 H2SO4 −3.0 H3PO4 2.1 H2NNH2 8.2
HClO3 −1.0 HSe− 11.0 H2P2O−

7 6.6 H2NNH+
3 −0.9

HClO4 −10.0 H2Se 3.9 H3P2O−
7 2.4 HONH2 6.0

H2O2 11.8 HC2O−
4 4.2 H4P2O7 1.5 NH2CONH+

3 0.2

(b) Organic acids

Carboxylic acids (RCOOH ⇄ RCOO− +H+)
HCOOH 3.75 FCH2COOH 2.66 PhCOOH 4.20
MeCOOH 4.76 ClCH2COOH 2.86 2-(NO2)C6H4COOH 2.17
MeCOCH2COOH 3.6 BrCH2COOH 2.86 3-(NO2)C6H4COOH 3.45
O2NCH2COOH 1.7 ICH2COOH 3.12 4-(NO2)C6H4COOH 3.44
+H3NCH2COOH 2.3 F2CHCOOH 1.24 2-(MeO)C6H4COOH 4.09
MeSO2CH2COOH 2.4 Cl2CHCOOH 1.29 3-(MeO)C6H4COOH 4.09
MeOCH2COOH 3.53 F3CCOH 0.23 4-(MeO)C6H4COOH 4.47

Dicarboxylic acidsb) R′(COOH)2

pKa1−−−−−→←−−−−− R′(COOH)COO− + H+
pKa2−−−−−→←−−−−− R′(COO−)2 + 2H+

Oxalic acid 1.23;4.19 d-Tartaric acid 3.03;4.45 Phthalic acid 2.98;5.28
Malonic acid 2.83;5.69 Glutaric acid 4.34;5.42 Fumaric acid 3.02;4.38

Sulfinic, sulfonic acids (O—H acids)
PhSO2H 2.0 PhSO3H −6.5 MeSO3H −2.0 CF3SO3H ∼−13.0

Alcohols (O—H acids)
MeC=O(+)—H −7.0 MeCOOH2

+ −6.0 EtOH2
+ −2.0 MeOH 15.5

EtOH 16.0 HO(CH2)2OH 14.8 i-PrOH 18.8 t-BuOH 19.9
CH2=CH—CH2OH 15.5 CH≡C—CH2OH 13.5 MeOCH2CH2OH 14.8 CHF2CH2OH 12.7
CF3CH2OH 12.4 CCl3CH2OH 12.2 (CF3)2CHOH 9.3

Phenols (O—H acids)
PhOH 9.9 2-(NO2)C6H4OH 7.2 3-(NO2)C6H4OH 8.3
4-(NO2)C6H4OH 7.2 2,4-(NO2)2C6H3OH 4.1 2,4,6-(NO2)3C6H2OH 0.3
2-(HO)C6H4OH 9.5 3-(HO)C6H4OH 9.4 4-(HO)C6H4OH 9.9

Enols (C—H acids)
Tropolone 6.7 Squaric acid 1.5;3.1 Ascorbic acid 4.2;11.6

(continued)
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Table 1.A.23 (Continued)

Oximes (O—H acids)
MeCONHO—H 9.4 Ph2C=NO—H 11.3 Me2C=NO—H 12.2

Ammonium salts (N—H acids)
Guanidinium ((H2N)2C = NH+

2 ) 13.6 Piperidinium 11.0 c-C6H11-NH+
𝟑 10.7

n-Bu-NH+
3 10.6 N-Methylpyrolidinium 10.7 Me3NH+ 9.8

Imidazolium 7.0 Pyridinium 5.2 PhNH+
𝟑 4.6

Quinolinium 4.5 Pyridazinium 2.1 Pyrimidium 1.1
Pyrazinium 0.4 Azolium 0.0 RCONH+

3 −10.0

Amides (N—H acids)
RCONH2 17.0 Succinimide 9.6 Phthalimide 8.3

Amines (N—H acids) (R2NH ⇄ R2N− +H+)

N H

37.0 (i-Pr)2N—H 35.7
N H

piperidine

33.0

Ph—NH—H 27.0 (Me3Si)2N—H 26.0 4-(NO2)C6H4NH—H 19.0
Pyrrole 15.0 Imidazole 14.5

Thiols (S—H acids)
n-PrS—H 10.7 PhCH2S—H 9.4 PhS—H 7.8

Carbonyl compounds (C—H acids)
H—CH2—COOEt 24.5 H—CH2COMe 20.0 Cyclohexanone 16.7
H—CH(COOEt)2 13.3 H—CH(COMe)2 9.0 H—CH(COMe)COOEt 11.0
H—C(COMe)3 5.8 H—C(COMe)3 5.8 H—CH(COMe)CHO 6.9

Nitro compounds (C—H acids)
H—CH2NO2 10.3 H—CH(Me)NO2 8.6 H—CH(NO2)2 3.6

Carbonitriles (C—H acids)
H—CH2CN 25.0 H—CH(CN)2 11.0 H—C(CN)3 −5.0

Hydrocarbons (C—H acids)
H—Me ∼56 H—CH=CH2 ∼44 H—CH2CH=CH2 ∼43 H—Ph ∼43
H—CH2Ph ∼41 H—CH(Ph)2 ∼32 H—C(Ph)3 30.6 H—C≡CPh 28.6
H—C≡C—H 25.0 Indene 22.6 Fluorene 22.6 Cyclopentadiene 15.0

a) Acidity constant of acid HA in water: K a =@ [H3O+][A−]/[HA]. Basicity constant for A−: Kb @ [HO−][HA]/[A−]. Ion product
constant for water: Kw = [H3O+][HO−]= 10−14 at 25 ∘C. Kw =K a ×Kb; pK a =−logK a; pKb =−logKb × pK a + pKb = 14; pK a’s taken
from [Williams, R.; Jencks, W. P.; Westheimer, F. H. http://www.webqc.org/pkaconstants.phd/2011.

b) pK a of two successive deprotonation equilibria.
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Table 1.A.24 Selected pKa data in DMSO (Bordwell’s table).a)

(a) Inorganic acids

HBr 0.9 H2O 31.4 HN3 7.9 H2N—CN 16.9
HCl 1.8 H3N 41.0 NH+

4 10.5
HF 15.0 HCN 12.9 HONO 7.5

(b) Organic acids

Carboxylic acids (O—H acids) Alcohols (O—H acids) Phenols (O—H acids) Thiol (S—H acids)
AcOH 12.6 H2O 31.4 PhOH 18.0 PhS—H 10.3
BzOH 11.1 MeOH 29.0 4-MeOC6H4OH 19.1 t-BuS—H 17.9
4-NO2—C6H4COOH 9.1 EtOH 29.8 4-NO2C6H4OH 10.8 n-BuS—H 17.0

i-PrOH 30.3 α-Naphthol 16.2 PhCH2S—H 15.3
t-BuOH 32.2 β-Naphthol 17.2 PhCOS—H 5.2
CF3CH2OH 23.5

N

OH 15.7 PhSe—H 7.1

(CF3)2CHOH 17.9
(CF3)3COH 10.7

Ammoniums salts (N—H acids) Amines (N—H acids) Amides, carbamates (N—H acids) Various (N—H acids)

NH+
4 10.5 NH3 ∼41.0 HCONH2 23.5 MeSO2NH—H 17.5

BuNH+
3 11.1

NH
∼44.0 MeCONH2 25.5 CF3SO2NH—H 9.7

PhNH+
3 3.8 PhNH2 30.6 MeCONHPh 21.5 PhSO2NH—H 16.1

Et3NH+ 9.0 N

NH2

27.7

N

O

H

24.2 N

S Me

O

Ph

H 24.3

N
H

H

11.1 N

NH2

28.5

N

S

H

13.3 PhSO2NHNH—H 17.1

N
H

H

10.9
N NH2

26.5

N

O

H

O

14.7
N

N
N

O

H

O
H

H
13.1

NO
H

H

9.2 N≡C—NH2 17.0
N

O

H
17.0

N
N

O

H

O
H

15.1

NMe2

H
Me2N

7.5 Ph2NH 25.0
N

S

H
13.3 O

EtO NH2

24.2

N H
3.4 EtOCO—NH2 24.2

NO

O

H

20.8

(continued)
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Table 1.A.24 (Continued)

Ureas (N—H acids) Amidines (N—H acids) Guadinines (N—H acids)

O

H2N NH2

26.9 NSO2Ph

Me NH2

17.3 NSO2Ph

H2N NH2

19.4

S

H2N NH2

21.0

N-heterocycles (N—H acids)

N H
23.0

N
N H

18.6 N

N
N H

14.8 N

N
N

N H
8.2

N

H 21.0
N

N H
19.8

N
N

N H
13.9

Carbonyl compounds (C—H acids)

EtOOC—CH2—H 29.5

O

O

O

O

H

H

7.3 MeCOMe 26.5 O 26.4

t-BuOOC—CH2—H 30.3

O

O
H

H

25.2 O 27.1 O 24.8

EtOOC—CH(CN)—H 13.1

O

O 24.5 O O

H H

13.3 (CH3CO)3C—H 8.6

EtOOC—CH(NO2)—H 9.1 O
O

13.5 O 26.2 O

O

10.3

EtOOC—CH(SO2CF3)—H 6.4 O
S

10.7 O 25.8

PhOOC—CH(Ph)—H 18.7 PhSOC—CH(Ph)—H 16.9 EtOOC—CH(MeCO)—H 14.2 (EtOOC)2CH—H 16.4
O

Et2N
H

∼35.0 O

Me2N
Ph

26.6 S

Me2N
Ph

21.3 O

N
CN

17.2

O

Et2N
NMe3

24.9

Phosphonium salt (C—H acids) Phosphines (C—H acids) Phosphine oxides (C—H acids)

Ph3P+—CH2—H 22.4 (Ph2P)2CH—H 29.9 (Ph)2POCH(SPh)—H 24.9
Ph3P+—CH(Ph)—H 17.4 (Ph2P)(PhSO2)CH—H 20.2 (Ph)2POCH(CN)—H 16.9
Ph3P+—CH(SPh)—H 14.9 (Ph)2PSCH(CN)—H 16.3
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Table 1.A.24 (Continued)

Ph3P+—CH(COOEt)—H 8.5 Phosphonates
Ph3P+—CH(COMe)—H 7.1 (EtO)2PO—CH(Ph)—H 27.6
Ph3P+—CH(CHO)—H 6.1 (EtO)2PO—CH(CN)—H 16.4
Ph3P+—CH2—CH=CH2 18.5 (MeO)2PO—CH(Cl)—H 26.3

Organosulfur compounds (C—H acids)
MeSCH2—H ∼45 PhSOCH2—H 33.0 PhSO2CH2—H 29.0

S

S H

Ph

30.7 PhSOCH(Ph)—H 27.2 PhSO2CH(SMe)—H 23.4

Me2

+
S(O)CH2—H 18.2 (PhSO)2CH—H 18.2 MeSO2CH2—H 31.1

Ph(Me)S+—CH(Ph)—H 16.3 PhSOC(Ph)2—H 24.6 (MeSO2)2CH—H 15.0
PhOSO2CH2—H 25.2 (PhSO2)2C(Me)—H 14.3
FSO2CH(Ph)—H 16.9 CF3SO2CH2—H 18.8
PhN(Me)—SO2—CH2Ph 24.1 (CF3SO2)2CH—H 2

Hydrocarbons (C—H acids)
CH4 ∼56.0 PhCH2—H ∼43 (CH2=CH)—CH2—H ∼44.0 Indene 20.1
Cyclopentane ∼59.0 Ph2CH—H 32.3 (CH2=CH)2CH—H 32.3 Fluorene 22.6
Cyclopentadiene 18.0 Ph3C—H 30.6

Ph H
Ph

PhPh

25.8 PhC≡C—H 28.8

Heterocycles (C—H acids)

N
Ph

28.2

N

O
H

24.4

N

S
H

29.4

N

S
CH2

Me

H 30.3

N
Ph

O

25.2

N

N

Me

H

Me

18.6

N

S
H

Me
Me

16.5

N

S
CH2

Me

H

Me

13.9

O
Ph

30.2

N

N
H

24.0

N

S
H

27.0
S

Ph
30.0

Carbonitriles (C—H acids) Nitroalcanes (C—H acids)
NC—CH2—H 31.3 O2NCH2-H 17.2
NC—CH(SMe)—H 24.3 O2NCH(Me)—H 16.9
NC—CH(Ph)—H 21.9 O2NCH(Ph)—H 12.2
NC—CH(SO2Ph)—H 12.0 O2NCH(SPh)—H 11.8
(NC)2CH—H 11.1 O2NCH(CH=CH)—H 11.3

O2NCH(SO2Ph)—H 7.1

a) Taken from Bordwell pK a table (acidity in DMSO), by Hans J. Reich, University of Wisconsin, USA: http://www.chem.wis.edu/areas/
reich/pKa/pKatable.
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