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1.1 Motivation and Applications

Exponential development of computing systems based on silicon materials
and binary algorithms formulated as “Moore’s law” [1] (Figure 1.1) is coming
to the end being limited by further component miniaturization and by the
speed of operation. Conceptually novel ideas are needed to break through
these limitations. The quest for novel ideas in the information processing has
resulted in several exciting directions in the general area of unconventional
computing [2–4], including research in quantum computing [5] and biologically
inspired molecular computing [6–9]. Molecular computing systems, generally
motivated by mimicking natural biological information processing [10, 11], are
not necessarily based on biomolecules and could be represented by synthetic
molecules with signal-controlled switchable properties. Synthetic molecular
systems and nano-species have been designed to mimic operation of Boolean
logic gates and demonstrate basic arithmetic functions and memory units.
However, despite progress achieved in assembling synthetic molecular systems
performing basic Boolean operations and simple computations [6–9], these
systems have limited complexity, and further increase of their complexity is
very challenging. A new advance in the development of molecular information
systems has been achieved with use of biomolecular species [12] (Figure 1.2)
such as deoxyribonucleic acid (DNA) and ribonucleic acid (RNA) [13–16],
oligopeptides [17], proteins [18], enzymes [2, 19, 20], antigens/antibodies [21],
and even whole biological cells/organisms [22–24] capable of operating in
a biological environment [25], borrowing some ideas from systems biology
[26]. The advantage of the biomolecular computing systems is their ability to
be integrated in artificially designed complex reacting processes mimicking
multistep information processing networks. These systems are still far away from
the natural information processing in cells but are already much more complex
than pure synthetic molecular systems. In fact, biochemical reactions are at the
core of the mechanism of life itself, and therefore one could set rather ambitious
expectations for how far can (bio)chemical reaction systems be scaled up in
complexity, if not speed, for information processing. While in a long perspective
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Figure 1.1 Moore’s law – exponential increase of transistors on integrated circuit chips. (The
plot shown in the figure is based on the data provided by Wikipedia: https://en.wikipedia.org/
wiki/Moore%27s_law.) Source: From Katz [2]. Reprinted with the permission of John Wiley and
Sons.
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Figure 1.2 Biomolecular computing systems mimicking operation of different Boolean logic
gates and circuitries can be based on various species including oligopeptides,
enzymes/proteins, DNA/RNA, antibodies, and even whole biological (e.g., microbial) cells.
Source: From Katz 2019 [2], Boolean Logic Gates Realized with Enzyme-Catalyzed
Reactions – Unusual Look at Usual Chemical Reactions. ChemPhysChem © 2018. Reproduced
with the permission of John Wiley & Sons.

a “biocomputer” might become a reality [27], particularly for some special
applications, e.g., for solving complex combinatorial problems [28], potentially
promising to have an advantage over silicon-based electronic computers due to
parallel computing performed by numerous biomolecular units, the present level
of technology does not allow any practical use of biomolecular systems for real
computational applications. For achieving any practical result soon, some other
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applications, different from making a biocomputer, should be considered using
the (bio)molecular systems with a limited complexity. One of the immediate
possible applications for molecular logic systems is a special kind of biosensing
[29–31] where the multiple input signals are logically processed through chemi-
cal reactions resulting in YES/NO decisions in the binary (0,1) format. In this
subarea of biomolecular logic systems, practical results are already possible at
the present level of the system complexity, particularly for biomedical appli-
cations [32–35]. Overall, the research in molecular/biomolecular information
processing, which has been motivated originally to progress unconventional
computing applications, is broadly developing to areas not directly related to
computing in its narrow definition. This research is bringing us to novel areas in
sensing/biosensing [29–31], switchable “smart” materials controlled by logically
processed signals [32–36], bioelectronic devices (e.g., biofuel cells) controlled by
external signals [37, 38], signal-controlled release processes [39–43], etc.

1.2 DNA- and RNA-Based Biocomputing Systems
in Progress

While the general topics of the biomolecular computing [12] and specifically
the enzyme-based computing [44] have been covered with recently published
books, the present book is concentrated on the use of DNA and RNA molecules
in computing systems, broadly defined as information processing systems. From
the time (1953) when James D. Watson and Francis H.C. Crick (Figure 1.3)
discovered chemical structure of DNA (Figure 1.4) [45], the progress in the
DNA study resulted in many novel fundamental scientific concepts [46–48]
and highly important practical applications [49]. Among many other, mostly
biomedical applications, DNA molecules have been extensively studied over
last two decades for unconventional biomolecular computing [13, 15, 50–55],
following the pioneer work (1994) by Leonard M. Adleman [28, 56] (Figure 1.5).
In his seminal work Adleman demonstrated for the first time computational use
of DNA molecules for solving a “traveling salesman problem,” Hamiltonian path
problem. Actually, this work initiated (bio)molecular computing research not
necessary using DNA molecules.

The “traveling salesman problem” asks the following question [57–59]: “Given
a list of cities and the distances between each pair of cities, what is the shortest
possible route that visits each city and returns to the origin city?” It is a problem
in combinatorial optimization, important in theoretical computer science. It
is frequently used to test computational algorithms and computer hardware.
In general, the traveling salesman problem is hard to solve, particularly when
the number of the visited cities is increasing. Adleman solved the problem for
seven cities only (Figure 1.6), which was rather a trivial task, but importantly
it was solved using computational power of DNA reactions [28, 56]. The DNA
molecules hybridized in a special way to solve the problem, and the computation
was performed by numerous DNA sequences (actually rather short oligonu-
cleotides) operating in parallel. This was important conceptual difference from
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Figure 1.3 The discoverers of the structure of DNA. James Watson (b.1928) at left and Francis
Crick (1916–2004), with their model of part of a DNA molecule in 1953. Photographed in the
Cavendish Laboratory, University of Cambridge, UK, in May 1953. Source: From Watson and
Crick [45]. https://cnx.org/contents/8M7b3dzJ@2/DNA-Structure. Licensed Under CC BY 4.0.

Si-based electronic computers that perform all operations in a sequence. The
computation in Adleman’s experiment was performed at the speed of 1014
operations per second, a rate of 100 teraflops or 100 trillion floating point
operations per second (comparable to the fastest presently available quantum
computer) – all because of massively parallel processing capabilities of the DNA
computing operation [54, 60]. The promise for extremely fast computation
ignited the interest to the DNA computing concept, then being extended to a
broader area of molecular [8] and biomolecular [12] computing. Despite the fact
that the practical results have not been obtained after almost 25 years of the
active research, optimistic expectations for building DNA computers are still
present [27, 55, 61, 62]. The advantages of the DNA and RNA computing systems
are not only in their potentially high speed of operation due to the parallel infor-
mation processing but also in their ability to operate in a biological environment
for solving biomedical problems in terms of diagnostics and possibly therapeutic
action (theranostics) [16, 63], for example, for logic control of gene expression
[64]. RNA-based computing systems are particularly promising for in vivo
operation, thus being excellent candidates for nanomedicine with implemented
Boolean logic [65]. DNA computers can operate as a Turing machine [51] and
can be sophisticated enough to mimic neural network computations similar
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Figure 1.4 The structure of the DNA double helix. The atoms in the structure are color-coded
by element, and the detailed structures of two base pairs are shown in the bottom right.
Source: From Watson and Crick [45]. Also adapted from Zephyris, DNA Structure, Wikimedia
commons, 2011. Public Domain.

Figure 1.5 Leonard Adleman – a pioneer
of the biomolecular computing; the photo
of 1993 when the first experiments on DNA
computing were running. Source: Courtesy
of Prof. Leonard Adleman.
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Figure 1.6 The principle of Leonard Adleman’s DNA computer to solve the “traveling
salesman problem” (see detailed explanation in Ref. [54]). Source: Based on Parker [54].

Figure 1.7 The DNA computer playing the tic-tac-toe game. Shown in the foreground is a cell
culture plate containing pieces of DNA that code for possible “moves.” A display screen
(background) shows that the computer (red squares) has won the game against a human
opponent (blue). Source: Courtesy of Prof. Milan Stojanovic, Columbia University.

to human brain, obviously in a very simplified way [66]. The DNA computing
systems playing a tic-tac-toe game against human have been “smart” enough to
win [13, 67–69] (Figure 1.7).

The progress in the DNA computing has been based on three major devel-
opments: (i) the use of sophisticated DNA structures (e.g., origami), (ii) the use
of more powerful instrumentation for automatic operation of DNA computing
steps (DNA chips), and (iii) specialized programming languages specifically
developed for the DNA computing. The invention of the DNA origami struc-
tures [70, 71] – nanoscale folding of DNA resulting in nonarbitrary two- and
three-dimensional shapes [72, 73] (Figure 1.8) – resulted in further sophistica-
tion of the DNA computing systems [74], capable of operating as nanorobots in
living organisms [75–77]. The use of DNA microarrays (DNA chips [78]) allowed
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Figure 1.8 Atomic force microscopy (AFM) images of DNA origami with different shapes.
Source: From Hong et al. [73]. Reprinted with the permission of American Chemical Society.

Figure 1.9 An example of a DNA chip used in the DNA sensing and computing. The chip
represents a DNA microarray as a collection of microscopic DNA spots attached to a solid
surface. Each DNA spot contains picomoles of a specific DNA sequence. The chip allows
simultaneous analysis of many DNA probes. The analysis of the probes can be performed
optically (as it is in the present example) or electrochemically (then the chip should be based
on a microelectrode array). Source: Courtesy of Argonne National Laboratory and Mr. Calvin
Chimes.

simultaneous analysis of large numbers of DNA probes [53], thus introducing
a powerful hardware for the DNA computing (Figure 1.9). A special computa-
tional language, DNA strand displacement (DSD) tool, similar to programming
languages used in electronic computers, has been developed by scientists at
Microsoft Research for programing DNA computing [79, 80] (Figure 1.10).
The language uses DSD as the main computational mechanism, which allows
devices to be designed solely in terms of nucleic acids. DSD is a first step
toward the development of design and analysis tools for DSD and complements
the emergence of novel implementation strategies for DNA computing. The
DNA computation can be performed in living cells by DNA-encoded circuits
that process sensory information and control biological functions. A special
computing language, “Cello,” has been developed for programing DNA logic
operations in vivo [81]. Overall, the use of computing languages simplified the
design of DNA computing systems of high complexity.
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Figure 1.10 Logic program (a) and automatically generated chemical reaction network (b) for
a DNA strand displacement example. Source: Adapted from Spaccasassi et al. 2019 [80] with
permission; open access paper.

1.3 DNA-Based Information Storage Systems

Human civilization generates huge amount of information increasing exponen-
tially and required to be stored. The total digital information today amounts
to 3.52× 1022 bits globally and at its consistent exponential rate of growth is
expected to reach 3× 1024 bits by 2040 [82]. Data storage density of silicon chips
is limited, and magnetic tapes used to maintain large-scale permanent archives
begin to deteriorate within 20 years. Alternative methods/materials for storing
high density/large amount of information with reliable preservation over long
period of time are urgently needed. DNA has been recognized as a promising
natural medium for information storage [83]. Indeed, the DNA molecules
were created by nature to keep the genetic code, which can be easily “written”
and “read” by biomolecular systems. With information retention times that
range from thousands to millions of years, volumetric density 103 times greater
than flash memory, and energy of operation 108 times less, DNA is a memory
storage material viable and compelling alternative to electronic memory. Recent
research in the area of information storage with DNA molecules resulted in the
proof-of-the-concept systems [82, 84–87], while the practical use of the DNA
memory systems is only limited by technological problems. Both processes in
the information storage with DNA, “writing” and “reading” information, are
available, but they are not as simple as needed to be implemented with the
present computer technology. In other words, the DNA memory is technically
possible, but it is not convenient enough to be integrated with standard Si-based
computers operated by end users.
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Figure 1.11 PCR method for copying DNA molecules: a thermal cycler, components of the
reaction mixture, and reaction steps. For detailed description of the method and instrument
see Refs. [89–92]. Source: From Keagile Bati, Polymerase Chain Reaction: Innovation that
Revolutionized Molecular Biology, Nov 2018. Public Domain.

Synthetic procedure for production of DNA molecules with specific nucleotide
sequences is well known in organic chemistry [88] and can be used to “write”
information in the DNA. Once the DNA molecules with the encoded information
are prepared, they can be multiplied using a polymerase chain reaction (PCR)
[89–92] (Figure 1.11), which is a technique to make many copies of a specific
DNA in vitro (in a test tube rather than an organism). This technique is rather
advanced in the instrumental realization but still requires special apparatus that
cannot be connected easily to an electronic computer, at least at the end-user
convenience. “Reading” the DNA-encoded information (DNA sequencing [93])
was advanced during the Human Genome Project [94] and presently is very
technologically effective. Further improvements in sequencing throughput
(>104) and parallelization (>107) are expected in the next five years [84].
Emerging technologies such as nanopore sequencing [95] will further reduce
errors, cost, time, and energetics during reading the DNA-encoded information.
While future advances can result in novel technological approaches, already
available techniques based on the DNA memo-chips have been tested [96].
A simple chemical, rather than electronic, apparatus operating as the end-to-end
automatic DNA data storage was designed and demonstrated the automatic
“writing”–“reading” DNA processes [97] (Figure 1.12). The recent research
efforts opened the way toward practical, high-capacity, low-maintenance infor-
mation storage in synthesized DNA [98–100]. As an example, a 5.27-megabit
book was stored using DNA microchips and then read the book by using the
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Figure 1.12 Apparatus operating as the end-to-end automatic DNA data storage allowing
automatic “writing”–“reading” DNA processes. Source: From Takahashi et al. [97]. https://www
.nature.com/articles/s41598-019-41228-8. Licensed Under CC BY 4.0.

DNA sequencing [101]. Other, even more impressive, examples demonstrated
encoding the pixel values of black-and-white images and a short movie into the
genomes of a population of living bacteria and then retrieving them back by the
DNA sequencing [102].

1.4 Short Conclusions and Comments on the Book

Overall, the DNA computing is a multidisciplinary research area with major
contributions from synthetic biology, nanotechnology, computer science, chem-
ical engineering, biosensing and biotechnology, biology and medicine, etc. Some
of the research areas are already reaching the mature states, while others are still
in the infancy. It is still not easy to predict in what direction the research will go
and what applications will be more benefiting from the DNA computing. In the
most probability, practical applications will be in two major subareas: medicine
with the DNA information processing nanorobotic systems operating in vivo
[103, 104] and large data storage systems providing extremely high density of the
information storage [84, 105]. Many other applications of the DNA computing
are in the research and discussion [106, 107]. However, it is quite unexpected that
the DNA computing will come to the end users instead of standard electronic
computers, at least in the short perspective.

The present book, composed of the chapters written by the best experts in the
field, covers all subtopics of the DNA computing, including the design of Boolean
logic gates and circuitries, programming the DNA information processing sys-
tems, their biomedical applications and operation in vivo, DNA data storage and
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nanopore DNA decoding, and interfacing of the DNA computing with enzyme
logic systems, and many more detailed explanations on the DNA and RNA com-
puting with many references and illustrations.
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