
1

1

Introduction and Fundamentals of Mixed-Valence Chemistry
Chun Y. Liu and Miao Meng

Jinan University, College of Chemistry and Materials Science, Department of Chemistry,
601 Huang-Pu Avenue West, Guangzhou 510632, China

1.1 Introduction

The term mixed valence (MV) is used to describe chemical systems in condensed
media and solids in which the same chemical element exists in different oxidation
states [1–3]. Thus, MV compounds refer to the category of unimolecular systems
consisting of more than one redox center derived from the same element but for-
mally having different oxidation levels in the ground state. In this context, molecules
or solids having the same chemical constitutions but different oxidation states for
the nonequivalent atoms should be viewed as distinct chemical identities or mate-
rials, but those having the same oxidation level are chemically identical. Prussian
blue, the prototype of MV compound, is identical to Turnbull’s blue [4]. It should
be addressed that in MV compounds, the oxidation states of individual redox-active
atoms that share the same elemental redox potential depend upon the electronic
properties of the chemically bonded atoms or groups. For example, a high oxidation
level is given to a redox center surrounded by more or stronger electron-withdrawing
atoms or groups, and vice versa, a lesson learned from text book chemistry. How-
ever, mixed valency of MV compounds, which concerns charge distribution over
the molecular ground state, is a very comprehensive issue pertaining to electrons
and nuclei in motion that compasses a number of fundamental chemical problems,
including energetic, dynamic, kinetic, and mechanistic of chemical transformations
[5–8]. Moreover, MV compounds possess a unique optical property resulting from
charge transfer between the spatially separated (chemically bonded or nonbonded)
atoms with different valence electron shells. The interplays of electronic and nuclear
dynamics within the molecule and between molecules (MV molecules and solvent
molecules) are implicated through their optical behaviors, which are translated into
the dynamics and energetics of the interpenetrated chemical and physical systems.
With its enriched scientific contents, mixed-valent chemistry has evolved into one
of the major playgrounds in modern chemistry in its own right for experimental and
theoretical practitioners [6–10].
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The attraction of mixed-valence systems is largely enforced by the fact that
the valences of the discrete redox centers are intramolecularly self-exchangeable,
thus representing the most elementary chemical reaction: intramolecular elec-
tron transfer (ET). In the middle of last century, the theoretical framework for
ET was constructed and expanding rapidly, as marked by a series of profound
progresses made in a relatively short period of time. Kubo and Toyozawa derived
the general expression of activation energy (1955) [11]; Levich and Dogonadze
presented the rate equation for ET reaction in the nonadiabatic limit (1960) [12, 13];
Marcus introduced the dielectric continuum model of solvation and the classical
ET kinetic formalism (1956) [14, 15]; McConnell developed the superexchange
model (1961) [16]; and Hush described the intramolecular effects using coupled
harmonic surfaces (1958) [17] and calculations of the electronic coupling integral
from intervalence optical parameters (1967) [5]. In the two-state description, the
energy profiles of initial and final states of the system are approximated with a
harmonic oscillator, which models the incorporated electron–nuclei dynamics in
chemical transformation from reactant to product along the reaction coordinate.
This simplified theoretical model on ET demands an experimental model that
has single transferring electrons and well-defined electronic configuration. Thus,
research work on MV chemistry gained a strong impetus to experimentally monitor
the ET processes and to validate the semiclassical theories.

The follow-up experimental study was pioneered by Taube and Creutz
with the elegantly designed, pyrazine (pz)-bridged diruthenium complex (I),
{[(Ru(NH3)5](μ-pz)[(Ru(NH3)5]}5+, known as the Creutz–Taube ion [18], in which
the two bridged Ru ions have formal oxidation numbers +2 and +3.

H2N H2NNH2 NH2

H2N Ru N Ru NH2

NH2H2N H2N NH2

N

5+

I

In a formal sense, the Ru2+(d6) and Ru3+(d5) centers in I serve the electronic
donor (D) and acceptor (A), respectively, and electron self-exchange crossing the pz
bridge (B) occurs without change of the free energy (ΔG = 0). In the mixed-valent
D–B–A molecular system, electron migrating from D to A and nuclear motion
conform energetically and dynamically to the semiclassical two-state models
[19, 20]. The Creutz–Taube ion allowed the first observation of Frank–Condon
transition that induces ET between two metal centers in a molecular complex,
namely, intervalence charge transfer or IVCT [18, 21]. Inspired by the Creutz–Taube
complex, a large number of MV compounds in form of D–B–A with various
transition metal complex and organic charge-bearing units for the D and A sites
have been synthesized, and studied in terms of electronic coupling (EC) and ET
[6, 8, 22–24].
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Electron transfer in MV systems may proceed via one of the two reaction path-
ways, thermal or optical [6, 22, 25–27]. By thermal ET pathway, the system over-
comes the thermal energy barrier (ΔG*) and reaches the transition state through
thermal fluctuations. In the transition state, designated as [D–B–A]≠ and [A–B–D]≠
in Figure 1.1 for the forward and reverse reactions, respectively, the system has an
averaged nuclear configuration for the MV molecule (the activated complex) and
solvation. From the reactant to the product, the system experiences an adiabatic
process. Optical ET in MV compounds is initiated by vertical transition of the reac-
tant state (with the extra electron on the donor) to the vibrational excited states of
the product (with the extra electron transferred to the acceptor) (Figure 1.1). This
transition occurs between two diabatic states and is governed by the Frank–Condon
principle. Radiationless relaxation of the system from the nuclear excited state to the
ground states completes the ET process [6, 19, 25].

For the ET event to occur, no matter which pathway is taken, the donor and accep-
tor electronic states must be coupled. It is the extent of coupling that controls the ET
dynamics and kinetics, which is quantified by the coupling matrix element in quan-
tum mechanics, i.e. Hab. Hush demonstrated that this crucial quantity can be derived
from the IVCT spectrum of the MV compound [5, 6, 9, 19]. The Hush model con-
nects the spectral data (transition energy, intensity, and absorption bandwidth) of the
molecular system and the energetic parameters of the ET reaction (coupling integral
and thermal ET barrier), and paves the way to optical determination of ET rate con-
stant (kET). This optically determined coupling integral (Hab) can be incorporated
into adiabatic and nonadiabatic ET kinetic expressions in the classical and semiclas-
sical formalisms, which have been successfully applied in strongly and weakly cou-
pled MV systems, respectively. Advances in time-resolved spectroscopic techniques
allow the photoexcited states to be monitored, thus providing a powerful means
for study of the photoinduced ET process in systems involving electronic excited
states, D*–B–A or D–B–A*. Optical study of MV compounds and transient spectro-
scopic investigations of photoinitiated ET are complemented in development, val-
idation, and refinement of the contemporary ET theories [19, 20, 25]. The gained

[A–B–D]*
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[A–B–D]≠
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Figure 1.1 Optical (top) and thermal (bottom) ET pathways in mixed-valence D–B–A
compounds. [A–B–D]* represents the vibrational excited state of the product. EIT is the
intervalence charge transfer transition energy. [D–B–A]≠ and [A–B–D]≠ refers to the
transition complex for the reactant and product, respectively. ΔG*

F and ΔG*
R is activation

energy of the forward and reverse ET reaction, respectively.
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understanding allows control of electron (charge) transfer in molecular systems and
elucidation of the long-range charge transport processes in biological system and is
beneficial to development of innovative technologies such as conductive materials,
molecular electronics, and catalysts for solar–chemical energy conversion.

1.2 Brief History

Historically, mixed-valence solids were found several centuries ago in various miner-
als, such as metal oxides, sulfates, and phosphates, in which the metal elements exist
in different valence states [1, 3, 28]. These minerals usually show intense colors. The
coloration of vivianite crystal with the chemical formula Fe3(PO4)2⋅8H2O is one of
the interesting examples [5]. Vivianite is colorless when freshly exposed, as expected
for the Fe2+ ion; after being exposed to air, it shows varying colors from light blue,
light green, to dark blue or green, depending on the length of exposure due to oxi-
dation of Fe2+ to Fe3+. As early as in the eighteenth century, it was realized that the
blue color of ceramic glaze on vases was produced from ferrous iron (Fe3+) in reduc-
ing conditions. In nearly the same period of time, Prussian blue became a popular
pigment for artists, which contains Fe3+ ions and negatively charged hexacyanofer-
rate ions [Fe(CN)6]4–, formulated as Fe4[Fe(CN)6]3, as described in the chemistry
text book at entry level. However, chemists at that time were unable to explain the
coloration of this material because both ferrous and ferric ions in aqueous solution
do not show strong absorptions in this particular spectral range. It was generally
observed that solutions or solids containing an element in two different valence
states often exhibit unusual intense coloration, which does not appear when either
of the elements is present alone [3]. This recognition connected coloration of the
complexes to the valences of its ingredients [1], importantly, beginning to be aware
that the distribution of oxidation states within the molecule can exchange under the
influence of light so as to produce the light absorption and hence the color. For these
systems, “valency oscillation” and “resonant valency” were proposed to describe the
physical origin of intense color presented by one element in different valence states
[29], which is more or less close to today’s understanding. In 1950s, long-distance
electron transfer between metal ions was assumed to explain “valency oscillation.”
Weyl first noted that light absorption in MV systems is related to the interactions
between two valence states of the same element [30].

Mixed-valence phenomena are also widely seen in enzymes and cofactors
of biological systems where the active sites consist of multiple metal centers
in variable oxidization states. For example, naturally occurring photosynthe-
sis produces energy materials from low-potential molecules such as H2O and
CO2 by absorption of visible light. The energy conversion processes involve two
protein cofactor complexes, namely, photosystems (PS) II and I. In PS II, the
oxygen-evolving complex (OEC), which conducts oxidation of water to molecular
oxygen, is an ox-tetramanganese cluster with the Mn atoms in different oxidation
levels [31]. In PS I, ferredoxin {(Cys)2FeII-(μ-S)2FeIII(Cys)2}+ ([2Fe2S]) is the
electron carrier that transports electrons to the enzymatic reductive reaction
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center, the ferredoxin([2Fe2S])-nicotinamide adenine dinucleotide (NADP/H)
reductase (FNR) [32]. Accomplishments of these biochemical reactions depend
on intramolecular and intermolecular electron transfer with the driving force
ultimately from sunlight [33].

In 1960−1970s, three important publications by Hush (1967) [5], Robin and Day
(1968) [34], and Creutz and Taube (1969) [35] marked the cornerstone in develop-
ment of mixed-valence chemistry. Based on the Mulliken charge transfer theory,
Hush demonstrated [36, 37] that the electronic coupling matrix element (Hab) can be
calculated from the IVCT parameters [5–7], transition energy EIT, molar extinction
coefficient 𝜀IT, and half-height bandwidth Δ𝜈1/2 (Eq. 1.1).

Hab = 2.06 × 10−2
(EIT𝜀ITΔ𝑣1∕2)1∕2

rab
(1.1)

where EIT and Δ𝜈1/2 are in wavenumber (cm−1) and rab is the effective electron
transfer distance in angstrom (Å). This Mulliken–Hush expression, developed in
the pure classical two-state regime, can be used in broad range of double-well
charge transfer systems. The Hush model also reveals the correlation between
optical (radiative) and thermal (radiationless) electron transfer for symmetric MV
systems [5, 7, 14, 38].

EIT = 4ΔG∗ (1.2)

Equation (1.2) suggests that the kinetics and energetics for the ET process can be
described through optical analysis of the intervalence charge transition of MV com-
pounds [19]. It is interesting that this fundamental energetic relationship concerning
activation energy of ET reaction was revealed by Kubo and Toyozawa [11], Marcus
[14], and Hush [5] from their independent works.

Robin and Day provided a scheme that classifies the MV compounds in terms
of the extent of electronic coupling [34]. According to them, within the semiclas-
sical framework, there are three regimes that MV compounds in different coupling
strength belong to, that is, noncoupled (fully localized) Class I, strongly coupled or
fully delocalized Class III, and the intermediate Class II that encompasses systems
from weakly to moderately strongly coupled. In Robin–Day’s classification [34], for
MV compounds in Class I, thermal exchange of the oxidation states for the element
in different sites is very slow, and the optical transition occurs by weak absorption
of high-energy photons, while in Class III compounds, the valence states for the
element in the multiple sites are averaged and thus crystallographically indistin-
guishable [1]. Class II compounds are those for which the electronic wave functions
of the ground state and the excited state are significantly mixed, and the valence
states are interchangeable in response to external stimulations, such as light and
heat [1, 34].

Synthesis of the Creutz–Taube complex in 1969 initiated experimental studies of
intramolecular EC and ET. For the Creutz–Taube ion, a broad, asymmetric absorp-
tion band was observed at 6369 cm−1, which was attributed to electron transfer from
Ru2+ to Ru3+ crossing the pyrazine molecule. However, it took many years to char-
acterize this MV compound in terms of the Robin–Day’s scheme, that is, whether
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it belongs to localized Class II with +2 for one Ru center and +3 for the other or to
delocalized Class III with an averaged oxidation state of +2.5 for each of the two Ru
centers. Now, it is generally accepted that the Creutz–Taube ion is best placed on the
Class II–III borderline [39, 40].

A prominent feature of MV compounds is the observation of characteristic IVCT
transition that occurs in a broad region from visible to infrared depending on the
strength of electronic coupling between the redox centers. By analyzing the IVCT
band, important parameters of the ET process between mixed-valent redox sites can
be extracted, including the reorganization energy (𝜆), the electronic coupling param-
eter (Hab), and the thermal activation barrier (ΔG*). These concepts arose from the
seminal works of Kubo and Toyozawa, Marcus, and Hush concerning the activation
energy, Marcus and Hush regarding the intermolecular and intramolecular con-
tributions to the reorganization energy, and Hush and Levich and Dogonadze to
the electronic coupling [12, 41]. McConnell’s theory is then applied to understand
the dependence of the coupling, and hence the spectra, on systematic extension
of the separation between the mixed-valence centers. These pioneering works estab-
lished the theoretic framework of mixed-valence chemistry, which has inspired and
guided research in this field for a half century [1, 2, 6, 8].

1.3 Diversity of Mixed-Valence Systems – Some
Examples

Following the Creutz–Taube ion, various mixed-valence D–B–A compounds were
synthesized with different d5-6 transition metal ions (Ru, Os, and Fe) by substituting
the auxiliary ligands NH3 with inorganic anions, e.g. Cl−, CN−, or organic molecules,
e.g. bipyridine (bpy) and terpyridine (tpy), or by modifying the bridging ligand (BL)
[6, 8, 40]. For these analogues, broad, low-energy IVCT absorptions are observed
typically in the near-infrared region. Asymmetrical compounds derived from het-
erodinuclear metal centers [42], or from homodinuclear metal ions coordinatively
saturated with different supporting ligands [43], exhibited distinct energetic pro-
files in the two-state framework, i.e. ΔG0 ≠ 0, and attracted significant attention.
However, for dinuclear d5-6 systems with building blocks that have distorted octa-
hedral geometry, the intervalence spectrum must be carefully assigned because the
d orbitals between the two metal centers interact through dπ–dπ conjugations across
BL [39, 40]. As a result, multiple electronic transitions, including three intervalence
transitions (IT) and two interconfigurational (IC) transitions occurring at the accep-
tor, may appear, as shown in Figure 1.2, and may overlap with each other [40].
In this case, only the lowest energy IT band, IT(1) in Figure 1.2, arises from pure
donor–acceptor ET that accounts for the reorganization energy (𝜆) [39].

When multidentate pyridyl and phenyl ligands are used, the degeneracy of d
orbitals in an octahedral field is removed, which gives rise to single intervalence
band for the mixed-valence complexes. Organometallic Ru (II/III) building blocks
prepared with multidentate phenyl ligands feature five-membered ring structures
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Figure 1.2 Multiple transitions
occurring in d5-6 mixed-valence
M–BL–M systems (M = Ru and
Os).
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involving a Ru—C bond (II). The cyclometalated Ru redox centers are able to
increase the molecular rigidity and stability of the assembled D–B–A complexes
and to strengthen the d(Ru)–π(phenyl ligand) orbital interactions [44]. Aligning
the Ru—C bonds on the donor and acceptor sites with the IVCT axis substan-
tially enhances the electronic coupling by favoring the BL-mediated hole transfer
pathway [45].
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The first reported dinuclear MV complex with nonoctahedral redox sites was
the biferrocenium cation [(C5H5)Fe-(C5H4-C5H4)-Fe(C5H5)]+ (III), synthesized
by Cowan and coworkers in 1973 [46]. This molecule exhibits a broad IVCT band
at 1900 nm. With different BLs, a series of ferrocenium MV organometallics have
been studied in terms of electronic coupling [47]. In earlier studies, few other
transition metals were used to construct binuclear MV systems. For example,
transition metal ions in group VIB of the periodic table were exploited as the
redox centers, typically, [M(CO)3(PR3)2]2(μ-pz) (M = Mo and W) (IV) [48, 49]
and [Mo(tp*)(NO)Cl]2(μ-BL)] (tp* = tris(3,5-dimethylpyrazolyl)hydroborate) (V)
[50]. These dinuclear organometallic complexes feature an 18 e− configuration
for each metal center and present redox properties sensitive to the coordination
environment due to the strong π back-bonding from the ligand to the metal center
[51]. {[Mo(CO)3(PR3)2]2(μ-pz)}+ with an electronic configuration 4d5/4d6 exhibits
a relatively narrow (Δ𝜈1/2 700 cm−1), symmetric IVCT band (4650 cm−l) in the
near-IR region [49].
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In the 1990s, unimolecular mixed-valence D–B–A systems were extended from
metal-containing inorganic complexes to pure organic compounds. The bistri-
arylamine (VI) [52, 53] and bishydrazine (VII) [54, 55] derivatives involving
redox-active sp3 nitrogen atoms are the prototypes of organic MV D–B–A systems,
which were studied systematically by Nelsen and Lambert, respectively. Following
these works, another organic radical system, namely, D–BL–D•+ (VIII), was devel-
oped in Kochi’s group, with a redox-active group 2,5-dimethoxy-4-methylphenyl
(D) as the donor and acceptor [56]. By employing redox-active organic groups, the
concepts of mixed-valence chemistry are generalized. Compared to metal complex
systems, the organic systems possess several features that favor study of EC. In these
radical systems, electronic coupling and electron transfer involve single electrons
that are specified with respect to orbital and electronic state, which facilitates the
assignment and analysis of the IVCT bands. Study of organic systems concerns
all aspects of mixed-valence chemistry, which has contributed to advance our
knowledge in this field [24, 57].
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The family of bridged MV compounds was further expanded with involvement
of redox-active metal clusters containing more than one metal atom, used as a
whole to be a building block for assembling the D–B–A molecule. Linking two
quadruply-bonded dimetal units, M2 (M = Mo and W), with a tetradentate bridging
ligand was first achieved in Chisolm’s group in 1989 [58], yielding the dimers of
dimers of form of M2–BL–M2, which has a formal oxidation state +4 for each of
the M2 centers, as shown in IX. The MV complexes [M2–BL–M2]+ are prepared
by one-electron oxidation using appropriate oxidizing reagents [58, 59]. Cotton
and coworkers optimized the synthetic method with the designed dimolybdenum
building block [Mo2(DAniF)3]+ (DAniF=N,N′-di(p-anisyl)formamidinate) for con-
verged assembly [60, 61], which led to the synthesis and structural characterization
of many Mo2 dimers with diverse bridging ligands. A quadruply-bonded M2 unit
has a well-defined, distinct electronic configuration, σ2π4δ2 [62]. For this M2 MV
complex system, electron delocalization within the M2 unit is assumed. In a view of
electron localization, the donor site (M2

4+) has a close shell with the valence elec-
trons paired in the δ orbital, while in the acceptor (M2

5+), the δ orbital is singly occu-
pied. Therefore, in the M2 dimers, EC and ET involve only the δ electrons. Recently,
Liu and coworkers systematically studied EC and ET in the Mo2 MV systems under
the contemporary ET theories [63, 64]. Covalently bonded diruthenium complexes
were exploited by Ren and coworkers as the redox centers to assemble Ru2 dimers
through an axial linkage. For the Ru2–BL–Ru2 systems, polyyn-diyl chains –(C2)n–
are the favorable bridging ligands to link two Ru2(ap)4 (ap = 2-anilinopyridinate)
complex molecules (X) with the number of alkynyl units (n) up to 6 [65].
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The oxygen (O)-centered triruthenium cluster, [Ru3O(acetate)6-(CO)L2], has been
used as the electron donor or acceptor for construction of the MV D–B–A complexes
by Ito and Kubiak [66]. In a [Ru3O(acetate)6-(CO)L2] complex, the three Ru atoms
are in formal oxidation states III, III, and II, which presumably are fully delocalized
through the acetate bridging ligands. Replacing one of the L ligands with a pyridyl
ligand modifies the redox potential of the Ru3 center, which controls the properties
of donor and acceptor; the other L position is replaced by a pyridyl bridging lig-
and, resulting in the dimer of trimers (XI). The mixed-valence system results from
one-electron reduction of the Ru3 dimers, {Ru3(III, II, II)–BL–Ru3(III, III, II)}−. In
this system, the electronic coupling can be tuned by alternation of the remaining L
ligand, besides variation of the BL. Uniquely, the CO groups function as an IR probe,
which has been successfully used to study the ET kinetics by analysis of vibrational
band broadening of the carbonyl group [66, 67].
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It is generally recognized that in MV D–B–A molecules, the bridging ligand
plays a dominant role in control of D–A electron transfer. For decades, much of
the work has focused on BL mediation of electronic coupling [23, 24, 47, 68]. In
these studies, the main goals are to evaluate efficiency of various BL in coupling the
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electronic states, to determine its ability of transporting electrons, and to explore
how the electronic event takes place. The study encompasses three crucial aspects
of electron transfer reactions: energetics, kinetics, and mechanism. Approaches
to these issues include variation of the BL structures, mainly through changes in
length, conformation, and conjugation. Distance dependence of EC is the character-
istic property for a given MV system [69], determined by the nature of the donor and
acceptor. For a homologous series with varying BL length, the distance dependence
of EC and ET can be evaluated by an attenuation factor 𝛽, which describes the
exponential decay of EC constant (Hab) or ET rate (ket) against charge transfer
distance (rab) [47, 69]. For a D–B–A series specified with the same D and A units, the
magnitude of 𝛽 reflects the charge transport ability of the BL type, and it is generally
realized that a conjugated BL gives a small 𝛽 value compared to saturated and
cross-conjugated BLs. The influence of BL geometric conformation on EC has been
intensively investigated in both inorganic [70] and organic MV systems [24, 71, 72].
On this issue, understanding obtained from combined experimental and theoretic
work has revealed that BL conformation affects electronic coupling by changing
the extent of orbital overlap between the donor (acceptor) and the bridge moiety,
which seems quite obvious on the basis of quantum mechanics. Recent interest in
cross-conjugated BLs for MV molecules is to verify the destructive quantum inter-
ference in charge transport of single-molecule conductance, aiming at development
of molecular electronics [73, 74]. In this context, the meta (XII) and para phenylene
pair is the prototype, which appears repeatedly in textbook to address phenomena
like electronic resonance, π conjugation, and electron density distribution. The other
example of cross-conjugated BL is σ-geminal-diethynylethene (XIII). XII and XIII
have been used to link, for example, covalently bonded Mo2 and Ru2 units [75, 76] as
well as organic triaryl groups [77] for constructing the MV systems. The decoupling
effects of cross-conjugated BLs in the MV systems in solution are well established
[75], in parallel with the results from the studies in terms of molecular conductivity.

D A D A

XIIXIII

Considering the relevance of ET to the biological systems, specifically DNA and
proteins, hydrogen bond (HB) BLs were used to bridge donor and acceptor for MV
D–B–A molecules [78]. In this regard, the HB-bridged MV systems are particularly
of interest because the study can model ET induced by thermal fluctuations in the
dark. The H-bond-bridged MV systems differ from those with covalent bond BLs in
the molecular reflexibility and nuclear dynamics. Unfortunately, characteristic IVCT
bands may not be observed in the HB-bridged systems [79, 80], being an obstacle for
optical analysis. To strengthen the linkage between donor and acceptor, multiple



12 1 Introduction and Fundamentals of Mixed-Valence Chemistry

H-bonds are preferred [81, 82], but this seems not helpful in improving the visi-
bility of the IVCT absorption. Study of HB D–B–A systems raise two fundamental
issues, the efficiency of hydrogen bonds in transporting electrons and the coupling
of electronic and nuclear degrees of freedom. Therefore, mechanistic aspect has
been the focus of study in the area, specifically, how the bonded H atom(s) moves
corresponding to electron transfer or vice versa. While the dominant theory is on
the proton-coupled electron transfer (PCET), with respect to formation and cleav-
age of the bridging H-bond [83], a proton-uncoupled electron transfer (PUCT) is
observed in H-bond mixed-valence system (XIV) recently [78]. Furthermore, in a
MV D–B–A system, the bridging ligand may be functionalized so as to modulate the
mixed valency in more than one state upon external stimulations such as light [84],
pH, and redox reactions [85], which, therefore, are named as switching BLs. Typical
examples of switching BLs are those incorporated with a dithenylethene group (XV)
in order to make the extent of EC photo-switchable; as such, on/off status of electric
conductance can be achieved by changing the radiation energy from ultraviolet to
visible light [86].
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1.4 Characterization and Evaluation of Mixed-Valence
Systems

1.4.1 Electron Paramagnetic Resonance Spectroscopy

Mixed-valence compounds are paramagnetic with at least one unpaired electron.
Thus, electron paramagnetic resonance (EPR) spectroscopy is a basic means for
characterization of the electronic states and investigation of the mixed valency of the
systems. For example, EPR spectroscopy is an important method used to elucidate
the electronic and spin states of the Mn4Ca cluster of the oxygen-evolving center
(OEC) in photosynthesis II [87] and to characterize the mimic OEC complexes [88].
For some MV systems in which the hyperfine structures provide detailed informa-
tion on the electron–nuclei coupling, EPR spectroscopy can be a powerful technique
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for study of the D–A electronic interaction and the ET dynamics [55, 68, 89, 90].
Particularly, the EPR timescale of 10−6–10−8 seconds, lower than the vibrational
frequencies of solvent modes in sub-picoseconds, allows the relatively slow ET
processes to be probed. For weakly coupled MV compounds, whose IVCT bands are
not available, EPR spectra become an important technique that complements with
the optical analysis [91]. Furthermore, using the EPR methods, temperature effect
of thermal ET kinetics can be readily assessed by spectral simulations [56, 91, 92].

1.4.2 Electrochemical Methods

Electrochemical methods by measuring the chemical potentials of the redox cen-
ters are widely used for characterization of MV D–B–A compounds and for semi-
quantitative evaluation of the coupling strength. Separation of half-wave potentials
between two successive one-electron oxidations (or reduction) occurring on each
of the two redox centers, ΔE1/2, is recorded by cyclic voltammetry (CV) or differ-
ential pulse voltammetry (DPV) [93]. The magnitude of ΔE1/2 dictates the coupling
extent between the D and A sites. For the members in a homologous series sharing
a common donor and acceptor, the larger the ΔE1/2 value, the stronger the EC. A
superficial explanation for this is that electronic coupling, through either electro-
static or electronic resonant effects, brings the positive charge from the site where
electron is removed to the other site such that its oxidation potential increases, as
a result, enlarging the ΔE1/2 value. In fact, there are more factors that affect the
magnitude of ΔE1/2. From ΔE1/2, the free energy change (ΔGc) and equilibrium con-
stant KC for comproportionation of the mixed-valence species can be determined
(Eq. 1.3c–d) [8].

[D–B–A]n + [D–B–A](n+2) ⇌ 2[D–B–A](n+1) (1.3a)

or,

[D–B–A]n + [D–B–A](n−2) ⇌ 2[D–B–A](n−1) (1.3b)

ΔGC = −RT ln KC (1.3c)

KC = exp(ΔE1∕2∕25.69) (1.3d)

where ΔE1/2 is measured in millivolts (mV) at 25 ∘C. The magnitude of ΔGC, which
measures the thermodynamic stability of the MV species, is the sum of several ener-
getic factors [8, 94]

ΔGc = ΔGe + ΔGr + ΔGi + ΔGs (1.4)

Of the four terms that contribute to ΔGc, ΔGe (electrostatic effect) and ΔGr (elec-
tronic resonance effect) jointly account for the strength of electronic interaction
between the D and A sites. The other two terms, statistic (ΔGs = 4) and induc-
tive factors (ΔGi), are generally small and similar in value for homologous systems;
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therefore,ΔGc can be divided into the resonance and nonresonance two components
[25], i.e.

ΔGc = ΔGr + ΔGnr (1.5)

ΔGnr includes all the nonresonance contributions to the overall free energy change,
i.e. ΔGe, ΔGi, and ΔGs. ΔGr is dominated by orbital interactions between the donor
and acceptor. The contributions of these two terms to the comproportionation equi-
librium are expressed by the following reactions,

[D–B–A]n + [D–B–A](n+2) ⇌ 2{[D–B–A](n+1)}0 ΔGnr (1.6a)

2{[D–B–A](n+1)}0 ⇌ 2[D–B–A](n+1) ΔGr (1.6b)

In Eq. (1.6), {[D–B–A](n+ 1)}0 represents the zero-interaction (charge localized) MV
compound, and the second reaction shows explicitly that ΔGr is the stabilization
energy of two moles of the Class II or III MV complex by the D–A electronic interac-
tion (delocalization) [25]. However, it should be noted that for those with different
donors and acceptors, the ΔE1/2 values are not correlated to the EC content. Fur-
thermore, application of electrochemical method has a low potential limit. The min-
imum of ΔE1/2 is 36.5 mV, when the compropotionation constant (KC) reaches the
statistical factor of 4 [95, 96]. For instance, this limit is approached with increas-
ing the bridge length and lowering the symmetry compatibility between the donor
(acceptor) and the BL. Evaluation of EC for a MV system may be performed at two
levels in terms of accuracy, electrochemical measurements of ΔE1/2 for assessment
of the electronic interaction and optical analysis of Hab to quantitatively determine
the degree of EC from the Mulliken–Hush expression (Eq. 1.1).

1.4.3 Optical Analysis

The most striking optical phenomenon for mixed-valence molecules is the absorp-
tion arising from the charge transfer from the donor to the acceptor (IVCT).
Compared to the electronic transitions, the IVCT absorbance features low transition
energy (EIT) (usually appearing in the near-infrared or lower region) and low molar
extinction coefficient (𝜀IT) and broadness characterized by the half-height band-
width (Δ𝜈1/2); an asymmetric spectral profile is commonly found for moderately
to strongly coupled MV systems. Analysis of IVCT absorption based on the Hush
model (Eq. 1.1) gives rise to important chemical physical parameters in regard of
D–A EC and ET. However, for Class I, the IVCT energy is high and the absorption is
fairly weak, which may not be detectable spectroscopically. The basic relationship
of energy conservation for the ET reaction in MV systems is given by [5, 17]

EIT = 𝜆 + ΔG0 (1.7)

where 𝜆 andΔG0 is the total reorganization energy and free energy change for the ET
reaction, respectively. For symmetrical MV systems consisting of two electronically
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identical redox centers, ΔG0 = 0, and thus, EIT = 𝜆, which gives the thermal activa-
tion energy equaling one quarter of the transition energy (or reorganization energy),
i.e. ΔG* = 𝜆/4 (Eq. 1.2) [97, 98]. Based on the Mulliken formalism, Hush showed
that the electronic coupling integral Hab can be calculated from the IVCT spectral
parameters [5]. The Mulliken–Hush expression (Eq. 1.1) is applicable for Class II
compounds in a broad range of extent of EC and has been widely used in MV sys-
tems with various redox centers [6–8, 10, 20, 23, 40]. However, it should be noted
that the effective ET distance, rab in Eq. 1.1, is usually shorter than the geometric
distance between the redox centers due to orbital overlap between the D (A) and BL
moieties [99]. Furthermore, for sufficiently strong coupling systems, the IVCT band
is narrowed as the low-energy side of the absorption envelope is cutoff [9, 10, 53, 57].
Therefore, direct measurements of the rab from the molecular structure and of the
Δ𝜈1/2 from IVCT band would bring significant errors to estimation of Hab. The effec-
tive rab is related to the dipole moment change induced by the intervalence transi-
tion, which can be probed experimentally through electroabsorption (Stark effect)
[100, 101]. In case where this technique is not available, judicial determination of rab
with chemical tuition might be helpful. For strongly coupled systems, simulation of
a Gaussian-shaped full IVCT band is necessary to accurately measure Δ𝜈1/2 for cal-
culation of Hab using the Mulliken–Hush expression (Eq. 1.1). For delocalized Class
III systems, Hab = EIT/2 [17, 19]. With the classical two-state treatment, electronic
coupling leading to electron delocalization lowers the adiabatic potential minima by
H2

ab/𝜆 relative to those in the diabatic system [25]. In symmetrical Class II system,
from the comproportionation equilibrium, we have

−ΔGr = 2H2
ab∕𝜆

= 2H2
ab∕EIT (1.8)

Similarly, for symmetrical Class III compounds, the resonance stabilization energy
is the difference between the energies of two moles of fully delocalized compound
(Hab) and of the noninteraction mixed valence (𝜆/4), that is,

−ΔGr = 2(Hab − 𝜆∕4)

= EIT − 𝜆∕2 (1.9)

For borderline Class III systems [25], or Class II–III and Class III systems
characterized by Hab ≈ 𝜆/2, −ΔGr → 𝜆/2, while for very strong coupled systems,
Class III with Hab ≫𝜆/2, −ΔGr → 𝜆. Therefore, the strongly and very strongly
coupled systems can be distinguished by comparison of the magnitudes of ΔE1/2
and EIT. For borderline Class III compounds, ΔE1/2 ≈EIT/2, and for fully delocal-
ized systems, ΔE1/2 ≈EIT. Knowing that for strong coupling systems ΔGc ≈ΔGr,
and thus, −ΔGr = ΔE1/2, then the reorganization energy can be estimated by
𝜆 = 2(EIT −ΔE1/2). These energetical correlations that combine electrochemical
and spectral data are very useful for characterization of strongly coupled MV
compounds [102].
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1.5 Important Issues in Mixed-Valence Chemistry

1.5.1 System Transition in Mixed Valency from Localized
to Delocalized

Mixed valency is designated to determine the extent of mixing oxidation states
of the spatially separated atoms of the same element or the degree of electronic
coupling between the bridged redox centers. The Robin–Day’s classification of MV
compounds has been widely employed to characterize individual MV compounds
and to map the full landscape of MV systems in terms of mixed valency. The
Robin–Day’s three classes of MV compounds are distinguished by the IVCT spectral
features and can be schemed by physical parameters, vibrational timescale, and
coupling integral and reorganization energies. Fully localized Class I compounds
with Hab ≤ 10 cm−1 exhibit a high-energy IVCT band usually beyond the visible
region [1]. The IVCT bands for Class II compounds (2Hab <𝜆) may appear in
visible, near-infrared region, even the infrared region, depending on the degree
of EC and the nature of the system. With increasing electronic coupling, the
IVCT transition energy decreases, the bandwidth becomes narrow attributed to
the cutting-off phenomenon, and the band shape is more asymmetric. Within
the two-state theoretic framework, the IVCT bands for the borderline Class III
compounds (2Hab ≈ 𝜆) are expected to be sharp [9, 10, 57]. For the very strongly
coupled compounds with 2Hab ≫𝜆, the valence electrons of the redox centers
are fully delocalized so that an averaged oxidation state should be assigned to
each of them. The charge transfer transition (IVCT) is transformed into electronic
resonance between delocalized molecular orbitals where the valence electrons
reside. In this case, the Robin–Day’s classification is no longer applicable [1]; the
“IVCT” band, as so called, is high in energy and more symmetric, showing the
transition from vibronic to electronic [103]. From the distinct electronic structure,
optical behavior, and energetic correlations for this category of MV compounds,
genuine delocalized systems or Class IV are suggested in the literature [40, 102–104].

However, the Mulliken–Hush formalism is incapable of predicting the cutoff
phenomenon of IVCT absorption and earlier work did not elucidate the band asym-
metry of Class II compounds, which is the most important, observable feature for
moderately strongly coupled systems. More specifically, how to understand the pro-
nounced variations of band shape and intensity as intervalence system approaches
the Class II–III borderline, and how to optically characterize the transition from
localized to delocalized system are the key issues in MV chemistry, which have
attracted significant attention in both experimental and theoretical studies for the
recent decades [9, 10, 39, 40, 55, 57]. Both metal complex and organic intervalence
compounds have been exploited to resolve these problems [39, 53, 105]. Experi-
mental approaches to this issue is to create homologous series of MV compounds,
(i) having different charge-bearing units but the same BL [39, 40] (ii) sharing the
same redox sites linked with different ligands [53, 106], and (iii) alternation of the
auxiliary ligands and coordinating atoms [66, 105], so that the optical parameters
are mapped with increasing EC. Examples in the d5-6 dinuclear metal complexes,
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such as [(bpy)2ClRu(pz)RuCl(bpy)2]3+ and [(bpy)2ClOs(pz)OsCl(bpy)2]3+, [(NH3)5
Ru(pz)Ru(NH3)5]5+ [(NH3)5Ru(4,4′-bpy)Ru(NH3)5]5+, and [(NH3)5Os(NN)Os
(NH3)5]5+, [(NH3)5Ru(pz)Ru(NH3)5]5+, and [(bpy)2ClRu(pz)RuCl(bpy)2]3+, show
that with similar molecular structures, changes in metal and ligands can signif-
icantly alter the extent of electronic delocalization of the odd electron, leading
to transition of the system from one MV regime to another [39]. In M2–BL–M2
(M = Mo and W) complex systems, it is reported that transition of mixed valency can
be realized by changing the nuclearity of the dimetal units [104] or by alternation of
the chelating atoms of BL [105, 107], while the molecular structures remain similar.

With intense investigations in various MV systems, the IVCT cutoff phenomenon
is well understood in the two-state model framework. For strongly coupled sym-
metrical MV systems (ΔG0 = 0), the vibrational levels are unevenly populated
in the vicinity of the equilibrium configuration of the reactant on the lower
adiabatic surface because of the low activation energy (ΔG*). This non-Boltzmann
distribution of the vibrational states of the reactant ground state eliminates the
spectral lines of Frank–Condon transition in low energy, consequently truncat-
ing the Gaussian-shaped band profile on the low-energy side of the IVCT band
[24, 52, 57]. Therefore, for moderately strongly coupled Class II systems, an
asymmetric IVCT band is observed with the bandwidth significantly narrower than
the Gaussian-shaped spectrum with a half-height bandwidth Δ𝜈1/2 (HTL) at the
high-temperature limit (HTL) given by Eq. (1.10) [9, 10, 40, 57].

Δν1∕2(HTL) =
√

16 ln 2kBTνmax (1.10)

The IVCT band gets more asymmetric as the coupling integral Hab increases. Ide-
ally, for systems on the Class II–III borderline, the IVCT band features the lowest
transition energy (EIT = 2Hab) and a half-cut absorption at 2Hab [9, 10, 105]. This
unique optical feature leads to a proposal that defines a new class of mixed valency,
namely, Class II–III [9, 39, 40, 53, 108].

1.5.2 Solvent Control of Electron Transfer

The three Robin–Day classes of MV compounds differ in the magnitude of Hab
and the ET rate (ket) [109]. While Class I and III are considered to be fully elec-
tron localized and electron delocalized, respectively, electron transfer in Class II
compounds can be very slow (<10−6 seconds) or picosecond fast (10−12 seconds).
Solvent molecules respond to change of charge density on the donor and acceptor
by reorienting their electric dipoles. Here, the key issue is the timescale of electron
migration relative to that of solvent molecule motions (stretching, rotational,
and translational), which governs the ET dynamics [24]. Orientational energy of
solvent molecules is in the range of 30–100 cm−1; the vibrational transmission
frequency 𝜈n is taken as 5× 1012 s−1 on average [6]. In Class II systems, when the
ET scale is substantially smaller than 𝜈n, solvent molecules can quickly reorient
their dipoles corresponding to the charge redistribution of the solute molecule,
being the case where both electron and solvent are localized and ET proceeds
nonadiabatically. Solvents differing in dipole polarity are characterized by static
dielectric constant (𝜀s). Polar solvents exert strong electrostatic interactions on the
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charged solute molecules, which increases the outer-sphere (solvent) reorganiza-
tion energy. Solvent effects on EC and ET in Class II MV regime are predicted by the
Marcus dielectric solvation continuum theory [6, 8, 14, 15, 38]. In Class III, electron
exchange between the donor and acceptor occurs at a frequency close to nuclear
vibrational transmission. Variation of charge density on the two charge-bearing
units is “invisible” to the solvent molecules. Solvent dipoles surrounding a discrete
MV molecule are randomly arranged, being the case of electron delocalized and
solvent averaged [24]. A complicated situation is encountered when the system
approaches Class III or on the borderline Class II–III, where ET dynamics are in
the timescale of picoseconds (1012 s−1). In Class II–III, while electron exchange
proceeds rapidly, solvent molecules, with slightly slower timescale, are unable
to respond promptly. In this case, the MV system remains electron localized, but
the solvent effect is averaged [110]. The distinct optical behaviors and solvation
properties for the borderline species give the reasons that a new mixed-valency
regime, Class II–III, is defined [9, 40]. After examining the electronic dynamics of a
series of Ru3–Ru3 compounds in various solvents and under variable temperatures,
Kubiak and coworkers found that solvent dynamic properties (relaxation time τ),
rather than the dielectric property of solvent, exert a particular impact on electronic
dynamics of the Class II–III borderline systems [108]. The study points out that
in Class II–III system, ET is controlled by time-dependent parameters (i.e. solvent
relaxation times and moments of inertia) of solvents, but not by the static parameters
of solvents.

1.6 Theoretical Background

1.6.1 Potential Energy Surfaces from Classical Two-State Model

The semiclassical two-state model was first used as a theoretical model to elucidate
chemical transformation between particles (atoms, ions, and colloids) in earlier
1930s by Landau & Zener [111, 112]. It was adopted to illustrate the kinetics
and energetics of electron transfer by Kubo and Toyozawa [11], Marcus [14, 15],
Levich & Doganadze [12, 13, 41], and by Hush to derive the calculation equation
of coupling constant Hab from intervalence parameters in MV systems [5]. The
two-state model can be interpreted in classical and quantum mechanics ways.
The overall energy for a solvated molecule is contributed by electron and nuclei
in motion, and the interactions between them. It changes as the electronic and
nuclear configurations of the system (molecule+ surrounding solvent molecules)
change. Typically, in a mixed-valence system, removal of an electron from the donor
and simultaneously addition of an electron to the acceptor induce variations of the
nuclear configurations, and back and forth movements of the odd electron between
the donor and acceptor result in energy fluctuation of the system. In the classical
Marcus theory [113], the reactant and product potential energies are modeled by a
harmonic oscillator. On this potential curve, the ordinate represents the potential
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Figure 1.3 Diabatic free energy
surfaces of the reactant (GR) and
the product (GP) against the
reaction coordinate for the ET
reaction in asymmetric MV
D–B–A system with
EIT = 𝜆+ΔG∘ and ΔG* = 𝜆/4.
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energy that becomes free energy with ignoring entropy changes (ΔS), and the
abscissa measures the change of nuclear configuration or nuclear coordinate q. The
potential energy of this oscillator, Ga for the reactant and Gb for the product, varies
as a function of deviation (q−qc) from nuclear equilibrium position (qc) caused
by electron transfer, which is then described pictorially by a parabolic curve and
mathematically by a quadratic equation.

G = 1∕2f (q0 − q)2 (1.11)

where f is the oscillator strength or force constant. The diabatic potential energy
surfaces for electron transfer system is constructed by the reactant (Ga) and product
(Gb) potential curves crossing each other at the equal nuclear configuration q*, as
shown in Figure 1.3.

Ga = 1∕2f (qa − q)2 (1.12a)

Gb = 1∕2f (q − qb)2 (1.12b)

𝜆 = 1∕2f (qa − qb)2 (1.13)

Eq. (1.13) was used by Marcus [113, 114] and Hush [17] to define the reorga-
nization energy for electron transfer. When the separation of the minima of the
noninteracting reactant and product parabolas, (qa – qb) is replaced by a0, and the
displacement along the reaction coordinate by x, the reaction process is scaled by a
dimensionless coordinate X (=x/a0). X varies from 0 (x = 0) to 1 (x = 1) as the reac-
tion proceeds from reactant to product [7]. Then, Ga and Gb are given with respect
to X (Eq. (1.14a) and (1.14b)).

Ga = fx2∕2 = 𝜆X2 (1.14a)
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Gb = f (x − a0)2∕2 + ΔG0 = 𝜆(X − 1)2 + ΔG0 (1.14b)

(Gb − Ga) = (𝜆 + ΔG0) − 2𝜆X (1.14c)

or,

X2 = [𝜆 + ΔG0 − (Gb − Ga)]2∕4𝜆2 (1.14d)

where ΔG0 is the change of free energy for the electron transfer reaction. Ga and Gb
cross at the transition state X*, where E*

R = E*
P and X* = (𝜆+ΔG0)/2𝜆. Substitut-

ing X* to Eq. (1.14a) and (1.14b), we obtain the free energy barrier for asymmetric
electron transfer, ΔG* (= G*

a = G*
b) [11, 17, 38, 97, 98],

ΔG∗ = (𝜆 + ΔG0)2∕4𝜆 (1.15)

For symmetric mixed-valence systems, ΔG0 = 0, and then, ΔG* = 𝜆/4. In the Mar-
cus theory, this is the energy barrier for thermal electron transfer at the nonadiabatic
limit [14, 15]. In an exothermal electron transfer reaction, ΔG0 < 0, which is the
case described by Figure 1.3, while an endothermic reaction has ΔG0 > 0. The reac-
tion driving force is conventionally designated by −ΔG0. The quadratic nature of
Eq. (1.15) gives rise to three scenarios, known as the Marcus defined three regions
[7, 115], as shown schematically in Figure 1.4. In the different region, the ΔG* and
thus the ET rate (ket) correlate with the magnitude of ΔG0 relative to 𝜆 in different
ways. In the normal region, where −ΔG0 <𝜆, increasing the driving force lowers the
energy barrier, and as a result, ET is speeded up. Further increasing the driving force
to −ΔG0 = 𝜆, the system enters the barrierless region (ΔG* = 0). When −ΔG0 >𝜆,
from Eq. (1.15), large driving leads to increase of the energy barrier and reduction of
the ET rate, which is called the inverted region.

1.6.2 Quantum Description of the Potential Energy Surfaces

Alternatively, the diabatic potential surfaces for electron transfer process can be
built by quantum mechanics from the diabatic initial (𝜙I) and final (𝜙F) electronic
states, in which the transferring electron resides on the donor and acceptor, respec-
tively [19]. Suitable electronic wave functions that define the diabatic states can be
obtained by interpreting results obtained by making electronic structure calculations
within the Born–Oppenheimer framework, that is

𝜓(r,Q) = 𝜙(r,Q)𝜒(Q) (1.16)

The implication of using the reduced wave functions 𝜙(r, Q) is that the electronic
wave functions for the electron in motion are instantaneously adjusted to change
of the nuclear coordinate (Q) caused by nuclear dynamics, such as molecular vibra-
tions, bond break and form. Diabatic wave functions can be constructed as sums of
wave functions of that form so as to allow the transferring charge to become exposed
for study. Each diabatic state has an associated potential energy varying as a function
of Q due to nuclear motion,

E(Q) ≡ ⟨𝜙I(Q) ∣ H ∣ 𝜙F(Q)⟩ (1.17)
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Figure 1.4 Plot of the free energy (G0) versus the reaction coordinate q for three different
values of ΔG0 that corresponds to the three regions of Marcus, I, II, and III, respectively.

where H is the electronic Hamiltonian with Q dependence for the initial and final
diabatic states [19].

Interaction of initial diabatic state with the final one with respect to the
zeroth-order electronic Hamiltonian H of the system gives rise to the diabatic
representation of potential energy profiles for electron transfer along the reaction
coordinate Q that connects the minima of the reactant (Ga) and product (Gb) wells.

Haa = ⟨𝜙a ∣ H ∣ 𝜙a⟩ = Ga (1.18a)

Hbb = ⟨𝜙b ∣ H ∣ 𝜙b⟩ = Gb (1.18b)

The eigenvalues (Ga) and (Gb) cross at the intersection Q* that defines the dia-
batic activation energy ΔG* for thermal electron transfer for Class I, in accordance
with the classical description (Figure 1.3). The interaction between the reactant and
product states produces the electron transfer integral Hab

Hab = ⟨𝜙a ∣ H ∣ 𝜙b⟩ (1.19)
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Linear combination of the two diabatic states 𝜙a and 𝜙b generates the adiabatic
ground (lower) 𝜓g and excited (upper) 𝜓e states [9, 97],

𝜓g = ca𝜙a + cb𝜙b (1.20a)

𝜓e = ca𝜙a − cb𝜙b (1.20b)

The mixing coefficients are normalized, i.e.

c2
a + c2

b = 1 (1.20c)

where ca
2 and cb

2 are the fraction of the transferring charge on the donor and accep-
tor, respectively, at any given nuclear configuration. The energies of the adiabatic
states, Gg and Ge, and the interaction integral Hab can be obtained by solving the
two-state secular determinant:|||||Haa − G Hab

Hab Hbb − G

||||| = 0 (1.21)

where Haa = Ga and Hbb = Gb, if the overlap integral Sab is neglected. The electronic
coupling between the two diabatic states leads to the formation of two new surfaces,
the first-order or adiabatic states of the system [7].

Gg = 1∕2
{
(Ga + Gb) −

[
(Gb − Ga)2 + 4H2

ab
]1∕2
}

(1.22a)

Gg = 1∕2
{
(Ga + Gb) +

[
(Gb − Ga)2 + 4H2

ab
]1∕2
}

(1.22b)

The adiabatic potential surfaces are constructed along with the reaction coordi-
nate X .

Gg = [𝜆(2X2 − 2X + 1) + ΔG0]
2

−
[
(𝜆(1 − 2X) + ΔG0)2 + 4H2

ab

]1∕2

2
(1.23a)

Ge =
[𝜆(2X2 − 2X + 1) + ΔG∘]

2
+
[
(𝜆(1 − 2X) + ΔG∘)2 + 4H2

ab

]1∕2

2
(1.23b)

With Gg and Ge determined, the coefficients ca and cb can be obtained by solving
the equations [116](

Haa − Gg Hab
Hab Hbb − Gg

)(
ca
cb

)
= 0(

Haa − Ge Hab
Hab Hbb − Ge

)(
−cb
ca

)
= 0

Then, the product of the mixing coefficients is given by Eq. (1.24).

cacb = Hab∕(Ge − Gg) = Hab∕EIT (1.24a)

cacb = 1
2

⎡⎢⎢⎣1 −

(
Gb − Ga

Ge − Gg

)2⎤⎥⎥⎦
1∕2

(1.24b)

Figure 1.5 plots the variations of the diabatic and adiabatic free energies along the
reaction coordinate and the correlations between them.
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Figure 1.5 Plots of the
diabatic (dashed line) and
adiabatic free energy curves
for ET reaction in a
symmetric MV D–B–A
system (ΔG∘ = 0).
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Equation (1.23) dictates that for a symmetric system, there are two energy minima
(Gg = Ge = 0) at X = 0 and X = 1, if Hab = 0, which is the diabatic representation. As
a result of electronic coupling, Hab increases, the minima for the adiabatic ground
state (Gg) is lowered in energy by H2

ab/𝜆, and shifted toward the half way (X* = 0.5),
getting close to each other, as shown in Figure 1.5. Then, the adiabatic minima are
located at

1
2

{
1 −
[
1 − 4(Hab∕𝜆)2]1∕2

,
1
2

{
1 +
[
1 − 4(Hab∕𝜆)2]1∕2 (1.25)

compared to 0 and 1, respectively, for the diabatic surfaces [9].
The difference between the adiabatic energies is given by

(Ge − Gg) =
[
(Gb − Ga)2 + 4H2

ab
]1∕2

=
{
[𝜆(1 − 2X + ΔG0)2 + 4H2

D,A
}1∕2 (1.26a)

(Ge + Gg) = (Gb + Ga)2

= 𝜆(2X2 − 2X + 1) + ΔG0 (1.26b)

Equation (1.26a) shows that the intervalence transition maximum occurs at the reac-
tant minimum (X = 0) with EIT = 𝜆 if Hab = 0 and that the adiabatic states are
separated at X = 0.5 by 2Hab (Figure 1.5). In a symmetric adiabatic system, the verti-
cal transition at the equilibrium configuration of the reactants (or products) remains
equal to𝜆 regardless of the magnitude of the electronic coupling as long as the system
remains valence trapped.

The reaction coordinate X is related to cb
2, which equals the charge transferred to

the acceptor from the donor by

c2
b = 1

2

[
1 − (1 − 2X)

{[(1 − 2X) + ΔG∕𝜆]2 + 4Hab∕𝜆2}1∕2

]
(1.27)
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Both X and cb
2 measure the progress of the electron transfer by nuclear coordinate

and electronic coordinate, respectively. From Eq. (1.27), the two coordinates are not
linearly related until Hab /𝜆≥ 1. Also, in the diabatic limit (Hab = 0), there is no
electron density transferred until X = 0.5 at which the electron “suddenly” jumps
over the intersection [19]. In this case, cb

2 is not a continuous function of X : instead
cb

2 = 0 for all X < 1/2 and cb
2 = 1 for X > 1/2. As Hab increases, the charge fraction

transferred to the acceptor increases gradually with variation of nuclear coordinate
from X = 0 to X = 1. At the transition state (X = 1/2), cb

2 always equals 1/2. It is easy
to prove that for symmetrical system with 2Hab <𝜆 (Class II), the transferred charge
fraction at the equilibrium is given by

(
c2

b
)

eq = 1
2

⎡⎢⎢⎣1 −

(
1 −

4H2
ab

𝜆2

)1∕2⎤⎥⎥⎦ (1.28)

For a borderline Class III system (2Hab = 𝜆), cb
2 = 1/2, indicating electron

delocalization.
For the symmetric MV systems (ΔG0 = 0) [25], the free energy of activation for the

adiabatic ET reaction (thermal exchange) is given by Eq. (1.19)

ΔG∗ = 𝜆∕4 − Hab + H2
ab∕𝜆

= (𝜆 − 2Hab)2∕4𝜆 (1.29)

Equation (1.29) shows that adiabatic ΔG* is a sum of three terms. The first term is
the ΔG* in nonadiabatic limit, the second term is from the coupling integral that
contributes to lower the activation energy by half-splitting of the upper and lower
surfaces, and the last term, Hab

2/𝜆, increases the reaction barrier through stabiliza-
tion of the reactant (Figure 1.5). Equation (1.29) holds for a broad range of Class
II compounds for which the self-exchange reaction is described by a double-well
potential, that is, from weakly coupled Class II to the borderline of Class II–III.
When further increasing the donor–acceptor coupling to 2Hab >𝜆, the lower energy
surface features a single well at X = 1/2. This is the case of electron delocalization
(ΔG* = 0), Class III. For the asymmetrical adiabatic system (ΔG0 ≠ 0), the free energy
of activation is given by Eq. (1.30) [25],

ΔG∗ = 𝜆

4
+ ΔG0

2
+ (ΔG0)2

4(𝜆 − 2Hab)
− Hab +

(Hab)2

4(𝜆 + ΔG0)
(1.30)

1.6.3 Reorganization Energies

Equation (1.7) is the basic and important energetic relationship for electron transfer
reaction in MV chemistry. This equation, EIT = 𝜆+ΔG0, dictates that the absorbed
photon energy (EIT) is used to rearrange the nuclear configuration for ET (𝜆) and to
change the free energy of the sysytem (ΔG0). For an endothermic reaction, ΔG0 > 0,
and for an exothermic reaction, ΔG0 < 0. The reorganization energy is to overcome
the Frank–Condon barrier of intervalence transition. This portion of energy is dis-
patched through radiationless relaxation after the electron transfer process and does
not contribute to free energy of the system. For ET in condensed medium, the total
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reorganization energy (𝜆) was divided into two portions [15, 38]. One portion is for
adjustment of the intramolecular nuclear configuration, namely, inner reorganiza-
tion energy, (𝜆in), and the other is to control the intermolecular nuclear configura-
tion, (𝜆out) [7, 14, 17, 97, 98].

𝜆 = 𝜆in + 𝜆out (1.31)

𝜆in and 𝜆out are dominated by the high-frequency vibration modes (>1000 cm−1)
of the molecule and the low-frequency vibrational modes (<100 cm−1) of solvent
molecules, respectively, therefore, being termed sometimes as 𝜆v and 𝜆s, respec-
tively. Although 𝜆in and 𝜆out are conceptually well defined, practically, splitting of
the total reorganization remains challenging. For most of mixed-valence systems,
there are many vibrational modes contributing to the inner reorganization energy;
it is difficult to identify the dominant models and determine their frequencies. In
the 1950s, Marcus developed the dielectric continuum theory (Eq. 1.32), which
originally was for out-sphere electron transfer reaction in solution [14, 15] that
is applicable to determine the quantity of outer reorganization energy in the MV
systems [6, 7, 25, 98].

𝜆out = (Δe)2
{

1
2a1

+ 1
2a2

− 1
R

}{
1
𝜀∞

− 1
𝜀0

}
(1.32)

With contribution of inner vibrations proposed originally by Hush, the
Marcus–Hush theory was framed for electron transfer in the adiabatic limit
[97, 98]. Without approximation, Eq. (1.32) was derived by Li using nonequilibrium
statistical mechanics recently [117, 118]. Using the dielectric continuum model to
treat a MV D–B–A system, both the donor and acceptor are viewed as a rigid sphere
with radii a1 and a2, separated by R, and the molecule as a whole is bathed in
solvent molecules with dielectric continuum. In Eq. (1.33), 𝜀∞ and 𝜀c are the optical
and static dielectric constants of the medium, respectively, and Δe is the amount
of charge transferred. For systems in which the electronic coupling is significant,
electron delocalization causes the transferred charge be less than a unit. In this
case, we can calculate the “real” charge transferred from the mixing coefficients
(ca and cb) of the diabatic states. As a consequence of electron delocalization, the
charge reduced at the equilibrium configuration of the donor is

Δq =
(

c2
a − c2

b
)

eq =
(
1 − 2c2

b
)

eq (1.33)

From Eq. (1.28),[(
1 − c2

b
)

eq

]2
=

(
1 −

4H2
ab

𝜆2

)
(1.34)

Thus, the “real” charge-transferred Δe is eΔq, where e is the charge of one single
electron. Accordingly, the solvent reorganization 𝜆out in Eq. (1.32) should be scaled
by (1− 4H2

ab/𝜆2), giving

𝜆′out = 𝜆out
(
1 − 4H2

ab∕𝜆
2) (1.35a)

Similarly,

𝜆′in = 𝜆in
(
1 − 4H2

ab∕𝜆
2) (1.35b)
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Consequently,

𝜆′ = 𝜆′in + 𝜆′out = 𝜆
(
1 − 4H2

ab∕𝜆
2) (1.36a)

or,

𝜆 = 𝜆′ + 4H2
ab∕𝜆 (1.36b)

Equations (1.35) and (1.36) show that partial electron delocalization lowers the
reorganization energy to 𝜆′ but stabilizes the ground state and destabilizes the
excited state, which increases the reorganization by 4H2

ab∕𝜆. For Class II systems,
these two effects cancel each other so that the optical transition energy (EIT)
remains equal to 𝜆 regardless of the degree of localization.

1.6.4 Electronic Coupling Matrix Element and the Transition Moments

In the previous section, we have defined the electronic matrix element Hab that
controls the thermal electron transfer between the donor and acceptor through elec-
tronic interactions between the diabetic reactant and product states (Eq. 1.19). In a
similar vein, the intensity of optical electron transfer at the adiabatic equilibrium of
the reactant is governed by the transition dipole moment, 𝜇ge.

𝜇ge ≡ ⟨𝜓g ∣ 𝝁 ∣ 𝜓e⟩ (1.37a)

where 𝝁 is the electronic dipole operator. 𝜓g and 𝜓g are the linear combinations of
the diabatic states 𝜙a and 𝜙b with a mixing coefficient ca and cb (Eq. 1.20), respec-
tively. Substitution for 𝜓g and 𝜓e from Eqs. 1.20a and 1.20b gives

𝜇ge = cacb(𝜇b − 𝜇a) (1.37b)

From cacb = Hab/EIT (Eq. 1.24a), it follows that
Hab

EIT
=
|||| 𝜇ge

𝜇b − 𝜇a

|||| (1.38)

Defining the effective electron transfer distance rab ≡ |(𝜇b – 𝜇a)|/e, the coupling
integral Hab is related to transition dipole moment 𝜇ge by

Hab =
EIT|𝜇ge|

erab
(1.39)

Expression of Eq. (1.39) may be considered to be a generalization of the
Marcus–Hush theory (GMH) [119]. Hush showed that 𝜇ge is related to oscillator
strength f and energy of the transition by [3]|𝜇ge|2 = f∕1.085 × 10−5EIT (1.40a)

Assuming a Gaussian IVCT band for the weakly coupled Class II systems,

f = 4.6 × 10−9𝜀ITΔ𝑣1∕2 (1.40b)

Combining and rearranging these equations gives the square of Hab

(Hab)2 =
4.24 × 10−4EIT𝜀ITΔ𝑣1∕2

(rab)2 (1.41)

which is exactly the same as Eq. (1.1), known as the Mulliken–Hush expression.
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By definition, the effective ET distance rab is determined by the dipole displace-
ment of the diabatic states when a unit of charge (e) is transferred from the donor to
the acceptor. rab is usually much less than r0, the distance separating the localized
charge centroids of the donor and acceptor because of electron delocalization. The
diabatic dipole moment difference, (𝜇b – 𝜇a) is related to the ground dipole moment
change Δ𝜇 upon electron transfer and the transition dipole moment 𝜇ge by

(𝜇b − 𝜇a) =
[
Δ𝜇2 + 4(𝜇ge)2]1∕2 (1.42a)

Measurements of Δ𝜇 and 𝜇ge can be achieved by electroabsorption (second-order
Stark) spectroscopy, which probes the extent of charge redistribution with the charge
transfer transition [101, 120]. Combining Eqs. (1.42a) with (1.39) gives

Δ𝜇2 = (𝜇b − 𝜇a)2 [1 − 4(Hab∕EIT)2] (1.42b)

According to Eq. (1.39) and Eq. (1.42b), for a Class III system (EIT = 2Hab), Δ𝜇 = 0,
and 𝜇ge = (𝜇b −𝜇a)/2, while for Class II,

Δ𝜇 = (𝜇b − 𝜇a)
[
1 − 4(Hab∕EIT)2]1∕2 (1.42c)

Equation (1.42c) shows the dependence of Δ𝜇/(𝜇b – 𝜇a) on Hab for symmetrical
systems. For a Class II system, 𝜇ge varies as a function of Hab; contrarily, for a Class
III system (2Hab > λ), 𝜇ge is independent of Hab.

1.6.5 The Generalized Mulliken–Hush Theory (GMH)

Equation (1.39) shows that the diabatic coupling integral Hab and the difference
of the diabatic dipole moments (Δ𝜇ab ≡𝜇b −𝜇a) are correlated to the adiabatic
transition dipole moment (𝜇ge) and transition energy (EIT). This transformation
is implemented based on the assumption that transition moments connecting the
diabatic states localized on different sites are zero (𝜇ab = 0). This transformation,
which allows diabatic states to be defined in terms of purely adiabatic quantities,
has general significance. As shown above, in the two-state limit, Eq. (1.39) turns
to Eq. (1.1) or Eq. (1.42), the usual form of Mulliken–Hush expression. Eq. (1.39)
actually provides a general method for determination of the off-diagonal matrix
element from either experimental or theoretical data for the corresponding adia-
batic systems, therefore, denoted as the generalized Mulliken–Hush (GMH) model.
The GMH method is applicable for both symmetric and asymmetric mixed valence
systems involving multiple electronic states and for various electron transfer
processes (thermal, optical, and photoinduced) [121]. In application of the GMH
model (Eq. 1.39) for Class II systems with a Gaussian IVCT band, the transition
dipole moment 𝜇ge can be calculated from spectral parameters by

𝜇ge = 2.06 × 10−2(𝜀ITΔ𝑣1∕2∕EIT)1∕2 (1.43)

For mixed-valence systems presenting an asymmetrical IVCT band, the transition
dipole moment is generally calculated from the integrated band area by [24, 116]

|𝜇ge|2 =
3hc𝜀0 ln 10

2𝜋2NA ∫
𝜀(ν)
ν

dν (1.44a)

|𝜇ge|2 = 4.0 × 10−4 ∫
𝜀(ν)
ν

dν (1.44b)
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according to Eq. (1.44a) and (1.44b). With the 𝜇ge value, the difference of diabatic
dipole moments Δ𝜇ab (=𝜇b – 𝜇a) can be calculated from Eq. (1.42a) [119], in which
the dipole moment changeΔ𝜇 induced by electron transfer is determined by electro-
spectroscopy (Stark effect) [100, 101], or from quantum chemical calculations [99],
or alternatively by estimation of the effective electron transfer distance (Δ𝜇 ≡ erab)
from the molecular geometry.

1.6.6 Analysis of IVCT Band Shape

In the high-temperature limit of classical treatment, the molar absorptivity of a
charge transfer transition at a given transition energy (h𝜈) is determined by the
transition probability with Boltzmann distribution of the vibrational states over the
energy surface of the ground-state configuration. Then, the absorption intensity
𝜀(ν) relative to the maximum absorption 𝜀max at 𝜆 can be calculated from the energy
difference relative to the equilibrium of the ground-state configuration from Eq.
(1.45)

𝜀(𝑣) = 𝜀max exp[−(Gg − Gg,eq)∕RT] (1.45a)

In considering the zeroth order interaction, Gb = Ga and Ga = 𝜆X2 (Eq. 1.14a), and
Eq. (1.45a) is converted into Eq. (1.45b).

𝜀(𝑣) = 𝜀max exp[−𝜆X2∕RT] (1.45b)

Since (G2 −G1) = h𝜈 and 𝜆+ΔG0 = h𝜈0, X2 in Eq. (1.14d) is expressed by

X2 = [hv0 − hv]2∕4𝜆2 (1.46)

Therefore,

𝜀(𝑣) = 𝜀max exp[−(hv0 − hv)∕4𝜆RT] (1.47)

Equation (1.47) predicts a Gaussian-shaped band profile that can be obtained
by plotting 𝜀(𝜈) against h𝜈, and the band maximum 𝜀max appears at h𝜈0 = h𝜈max =
𝜆+ΔG0. The half-bandwidth (full band at half-height) Δ𝜈1/2 measures the energy
separation between (h𝜈0 + h𝜈) and (h𝜈0 − h𝜈), or 2h𝜈, at which 𝜀(𝜈)/𝜀max = 1/2.
Therefore, theoretical prediction of Δ𝜈1/2 for the Gaussian-shaped band is given by
Eq. (1.10) or

Δ𝑣1∕2 = Δ 𝑣high + Δ 𝑣low = 2[4 ln(2)𝜆RT]1∕2 (1.48a)

where Δ𝜈high = Δ𝜈low = [4ln(2)𝜆RT]1/2 [9]. At room temperature, Eq. (1.49a) is
reduced to

Δ𝑣1∕2
II = (2310𝜆)1∕2 (1.48b)

Equation (1.48) is applicable for weakly coupled Class II systems. As electronic
coupling increases, the cutoff phenomenon occurs, resulting in asymmetric IVCT
band with the low-energy side being truncated, and the measured Δ𝜈1/2 will
be significantly narrower than the calculated value. In fact, Class II defined by
2Hab <𝜆 covers a broad range of MV compounds from weakly to moderately
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strongly coupled that shows significant asymmetry of the IVCT absorption. For
those with 𝜆> 2Hab < (𝜆 −Δ𝜈1/2), the cutoff is small, and Δ𝜈1/2

II is determined by
Eq. (1.48). But further increasing coupling until 𝜆> 2Hab > (𝜆 −Δ𝜈1/2), the cutoff
reduces the low-energy side from Δ𝜈lo to (𝜆 − 2Hab), while Δ𝜈hi on the high-energy
side remains unchanged; thus, the half-height bandwidth is calculated by [9]

Δ𝑣1∕2
II = Δ𝑣hi + (𝜆 − 2Hab)

= [4 ln(2)𝜆RT]1∕2 + (𝜆 − 2Hab) (1.48c)

In the Class II–III limit (2Hab = 𝜆), or the borderline Class III [9], a half-cutoff at
2Hab is expected, and then

ΔV1∕2
II−III = [4 ln(2)𝜆RT]1∕2 (1.49a)

After entering the Class III region, when 𝜆< 2Hab < (𝜆+Δ𝜈1/2/4), the half-height
bandwidth is calculated by Eq. (1.49). In the case of Class III, Eq. 1.49b indi-
cates a sharp IVCT band because 2Hab >𝜆, which makes the Δ𝜈1/2

III <Δ𝜈hi
(=[4ln(2)𝜆RT]1/2). For very strongly coupled Class III systems, the bandwidth is
given by

ΔvI∕2
III = −(2Hab − 𝜆) +

[
(2Hab − 𝜆)2 + 4 ln(2)𝜆RT

]1∕2 (1.49b)

Figure 1.6 shows the IVCT band shapes for MV compounds in different regimes
of mixed valency [9, 10, 57]. Note that intensity cutoff caused by strong coupling is
usually rounded off so that the band profile may not show clearly where it is being cut
off as predicted. In the extreme of strong coupling, i.e. 2Hab/𝜆≫ 1, the “IVCT” band
arises from electronic transition between the bonding and antibonding molecular
orbitals. Thus, the dipole transition is more electronic but less vibronic in character;
therefore, the observed absorption is narrow but more symmetric. This might be
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Figure 1.6 Adiabatic potential energy surfaces (top) and IVCT band shape predictions
(bottom) for symmetric MV D-B-A compounds in Robin-Day’s classification (a, Class I;
b, Class II; c, Class III) from the two-state treatment.
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thought of being the extreme of delocalization, for which treatment of the two-state
model is no longer appropriate and Robin–Day’s classification is inapplicable.

1.6.7 Rate Constant Expressions of Electron Transfer Reaction – The
Marcus Theory

In the classical formalism, the reaction kinetics for thermal electron transfer (elec-
tron self-exchange) in D–B–A mixed-valence compounds are usually described by
the transition-state theoretic model (TST). The transition state of electron transfer
occurs at the crossing between the reactant and product diabatic states, or at the
avoided region in the adiabatic potential surfaces, thus, at X = 0.5. In this situation,
the ET reaction is governed by first-order kinetics. Therefore, the rate constant may
be represented as [7]

kET = (νn𝜅el)𝜅n (1.50)

where 𝜈n is the effective nuclear frequency, 𝜅el is the electronic transmission factor,
and 𝜅n is the nuclear factor. In Eq. (1.50), 𝜅n represents the effective fraction of the
reactant species in the transition state, while the fraction of the systems that success-
fully pass through the crossing region and on to the products per unit time is given
by the product of 𝜈n and 𝜅el. For classical nuclear motion,

𝜅n = exp(−ΔG∗∕kBT) (1.51)

where kB is the Boltzmann constant and ΔG* the activation energy or the energy
barrier for electron transfer. Then, the ET rate can be expressed by [122]

kET = 𝑣n𝜅el exp(−ΔG∗∕kBT) (1.52)

in accordance with the familiar Arrhenius equation with the prefactor equaling
(𝜈n𝜅el). For thermal ET in solution, 𝜈n is controlled by the low-frequency vibrational
modes (stretching, rotation, and translation) of the solvent molecules with a time
scale of 1 – 10 ps, i.e. 10−12 − 10−13 seconds. Usually, an average nuclear frequency
𝜈n = 5× 1012 s−1 is adopted for determination of kET [6].

In the zero or weakly coupling situation, the system (Class I) can be treated in
the nonadiabatic limit. Electron exchange between D and A occurs by crossing the
diabatic intersection with energy barrier determined by Eq. (1.15) in the Marcus
theory; for symmetric system (ΔG0 = 0), ΔG* = 𝜆/4. However, the electronic trans-
mission coefficient is very low, that is, 𝜅el << 1, because there is a small probability
that the fraction of the reactant species in the transition state crosses the intersec-
tion, becoming the product. Adiabatic potential surfaces evolve with increasing the
electronic coupling of the system. As a result, the thermal exchange barrier is low-
ered by the splitting between the upper and lower curves, i.e. 2Hab. In the adiabatic
limit,ΔG* is calculated from Eq. (1.29) for symmetric systems (ΔG0 = 0) or Eq. (1.30)
for asymmetrical systems (ΔG0 ≠ 0), both of which include contribution of Hab. In
this scenario, 𝜅el ≈ 1 because nearly all the reactant species that reach the transition
state are able to smoothly pass on to the product. Then, Eq. (1.53) is applied with the
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prefactor (𝜈n𝜅el) = 𝜈n by assuming 𝜅el = 1. This adiabatic treatment is applicable for
Class II MV systems in a broad range of coupling strength, which are characterized
by solvent-controlled electron transfer kinetics.

In condensed phase, electron transfer kinetics is governed by the interplay of
the atomic (nuclear) and electronic dynamics of the system (including medium).
Comparison between the electron hopping frequency (𝜈el) and nuclear vibrational
frequency (𝜈n) determines ET in the adiabatic and nonadiabatic limits, that is

adiabatic ∶ νel >> νn;nonadiabatic ∶ νel << νn

while 𝜈n is averaged by the solvent modes and 𝜈el is a reflection of the joint influence
of physical parameters Hab, 𝜆, and T, as indicated by [7, 19, 41, 64, 122]

νel =
2H2

ab

h

√
𝜋3

𝜆kBT
(1.53)

Semiclassical Landau–Zener models deal with the weakly coupled intermediate
systems in the near-adiabatic regime, in which electron transfer crossing the
intersection through nonadiabatic transition [19]. To quantitatively distinguish
the nonadiabatic and adiabatic limits, the Landau–Zener models [111, 112] define
two parameters: adiabatic parameter 𝛾 (Eq. 1.54a) and transition probability P0
(Eq. 1.54b) with the exponent term being the nonadiabatic transition contribution,
which gives the electronic transmission coefficient 𝜅el from Eq. (1.54c).

γ =
H2

ab

2hνn

√
𝜋

𝜆kBT
(1.54a)

P0 = 1 − exp(−2𝜋γ) (1.54b)

𝜅el = 2P0∕(1 + P0) (1.54c)

When 𝛾 ≫ 1, the adiabatic limit is realized, and for thermal ET, 𝜅el ≈ 1, while the
nonadiabatic limit prevails with 𝛾 ≪ 1. By definition of 𝛾 , it is clear that nonadiabatic
transition is governed by the electronic and nuclear factors, represented by Hab and
𝜈n, respectively.

In the nonadiabatic limit, as characterized by 𝜈el << 𝜈n, the electron hopping fre-
quency (𝜈el) dominates the ET process, and Eq. (1.52) is replaced by Eq. (1.55a)

kET = 𝑣el exp(−ΔG∗∕kBT) (1.55a)

The ET rate constant can be calculated by the Levich–Dogonadze–Marcus expres-
sion (Eq. 1.55b) [13, 38, 41]

ket =
2H2

ab

h

√
𝜋3

𝜆kBT
exp
(
− 𝜆

4kBT

)
(1.55b)

Recent study [64] on MV complex system shows that both nonadiabatic
(Eq. 1.55b) and adiabatic (Eq. 1.53) expressions work equally well for the
intermediate systems.
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1.6.8 McConnell Superexchange Mechanism and the CNS Model

Superexchange model has been widely accepted for interpretation of bridge-
mediated electronic coupling and electron transfer through orbital interactions.
It was first proposed by McConnell based on the simple two-state, one-electron
approximation [16]. In McConnell’s approach, the donor (𝜙d) and acceptor (𝜙a)
states are separated by a bridge possessing n equivalent localized states 𝜙n. By
neglecting direct donor–acceptor interactions, two new states 𝜓S (symmetrical) and
𝜓A (antisymmetrical) involving only the localized donor and acceptor states are
formed

𝜓S = 1∕
√

2(𝜙d + 𝜙a) (1.56a)

𝜓A = 1∕
√

2(𝜙d − 𝜙a) (1.56b)

Here, the D–A coupling (Hab) is small and neglectable, and other direct Hamilto-
nian matrix elements are zero by construction. However, the two states 𝜙d and 𝜙a
interact with the nearest bridge states, and two nearest neighboring bridge states are
allowed to interact with each other [16, 19]. Consequently, the degeneracy of 𝜓S and
𝜓A is removed, yielding an energy gap ΔE between them.

ΔE = ES + EA = 2
n∑

n=1

⟨𝜙d ∣ H ∣ 𝜓n|𝜓n|H𝜙a⟩
E1 − En

(1.57a)

where 𝜓n and En are the eigenfunctions and eigenvalue of the nth unit in bridge
block, which are identical for all units of the bridge. Mathematic treatments of
Eq. (1.57a) with appropriate assumptions give rise to the McConnell superexchange
expression (Eq. 1.57b) [19].

ΔE = −(2T2∕ECT)(−t∕ECT)n−1 (1.57b)

where T is the matrix element accounting for the coupling between the donor and
the first bridge unit (n = 1) or between the last bridge unit (n) and the acceptor, t
is the matrix element that concerns the coupling between two neighboring bridge
units, and ECT is the energy difference between the donor (or acceptor) and bridge
states [16].

It should be noted that the McConnell superexchange expression was derived
originally in the nonadiabatic limit where the donor–acceptor coupling is extremely
weak, by working on the example 𝛼,𝜔-diphenylalkanes [16]. Since there are no
low-lying bridge orbitals available, involvement of virtual high-lying orbitals, for
example, 3d orbitals of the sp3 C chain, is assumed. However, the superexchange
concept and expression (Eq. 1.57b) work equally well for transition metal and pure
organic mixed-valence compounds with conjugated bridges. In these systems, the
low-lying empty π* and high-lying filled π orbitals are exploitable, which provide
the superexchange pathways for effective electron and hole transfer, respectively.
Extended application of the McConnell equations is justified by the theoretic work
from Reimers and Hush in 1994 [123], which demonstrated that the superexchange
mechanism is appropriate for σ- or π-bonding bridged donor–acceptor systems
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Figure 1.7 Schematic illustration of superexchange mechanism for bridge-mediated
through-bond electron transfer. Electron transfer proceeds from the donor to the acceptor
(from left to right) by the high-lying unoccupied bridge orbitals and hole transfer takes
place through low-lying filled bridge orbitals.

in both resonant and near-resonant situations. The superexchange mechanism
for long-distance through-bond electron transfer is schematically described in
Figure 1.7. As a result of increasing the electronic coupling, the charge transfer
system turns to be adiabatic. This is generally achieved by introducing conjugated
bridge and reducing the number bridge units (n). In the adiabatic limit, Eq. (1.57a)
gives ΔE = 2Hab, in accordance with 2Hab/𝜆 = 1 from the semiclassical two-state
model for the borderline Class II–III and Class III limit.

Superexchange and sequential electron (hole) hopping are the two pathways for
electron transfer in the adiabatic and nonadiabatic limits, respectively. The former
interprets the efficient mediation of bridge across a short distant by providing
energy- and symmetry-compatible orbitals, while the latter has received broad
success in interpretation of long-distance electron transfer. However, detailed
investigations demonstrated that these two ET mechanisms may not be alter-
native but are combined or mixed to different extents [91, 124]. According to
Eq. (1.57) and Figure 1.7, both pathways are conceptually the same in terms
of orbital interactions. These two pathways are frequently characterized by an
exponential decay parameter 𝛽 that describes the different distance dependence
of the coupling constant (Hab), which gives exponential correlation of electron
transfer rate constant kET with distance. From Eq. (1.57), letting 𝛽rab = (n− 1),
we have Eq. (1.58)

Hab = H0
ab exp

(
−𝛽

2
rab

)
(1.58)

where H0
ab is the electronic coupling at direct contact distance between the donor

and acceptor [121]. The 𝛽 value is expected to vary with the donor (acceptor)-bridge
energy gap as well as with the coupling strength between the neighboring units of
the bridge. When the subunit couplings are small compared to the energy gap (ECT),
from Eq. (1.57b), 𝛽 is approximated by
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𝛽 = 2
r0

ln
(ECT

t

)
(1.59)

where r0 is the length of one subunit [125]. For a given system, a larger value of 𝛽
is found in the superexchange region, but a smaller 𝛽 (weak distance dependence)
is found for the sequential hopping mechanism. Ideally, for the series of MV com-
pounds with a homologous bridge, an appreciable mechanistic transition can be
probed by change of the 𝛽 value with stepwise increasing the bridge length or the
number of bridging units.

The McConnell superexchange formalism of ET has led Creutz, Newton, and
Sutin to develop an alternative method to calculate the metal–metal coupling
element HMM′ for mixed-valence complexes M–BL–M′, known as the CNS model
[10, 25, 116]. Following the same principle applied in development of the superex-
change expression (Eq. 1.57b) [16, 19], CNS proposed calculation of HMM′ from the
metal–ligand (HML and HM′L) and ligand–metal (HLM and HLM′ ) coupling elements
by Eq. (1.60a).

HMM′ =
HMLHM′L

2ΔEML
+

HLMHLM′

2ΔELM
(1.60a)

where the metal–ligand coupling elements are calculated from the Mulliken–Hush
expression (Eq. 1.1) and the effective metal–ligand energy gap (ΔEML) and the effec-
tive ligand–metal energy gap (ΔELM) are calculated from Eq. (1.60b) and Eq. (1.60c),
respectively.

1
ΔEML

= 1
2

(
1

ΔEMLCT

)
+
(

1
ΔEMLCT − ΔEMM′CT

)
(1.60b)

1
ΔELM

= 1
2

(
1

ΔELMCT

)
+
(

1
ΔELMCT − ΔEMM′CT

)
(1.60c)

In Eqs. (1.60b) and (1.60c), ΔEMLCT and ΔELMCT are the measured MLCT and
LMCT energies, respectively, from the electronic spectra of the singly reduced and
oxidized mixed-valence compound, respectively, and ΔEMM′CT refers to the IVCT
transition energy (EIT). The physical implication of the CNS model (Eq. 1.60) is
that electron transfer and hole transfer pathways may be superpositioned, mutually
contributing to the thermal electron exchange reaction. However, in application,
one of the two pathways may be dominant over the other, depending on electronic
structure of the bridge. Then, HMM′ may be determined by one term of the two
in Eq. (1.60a), for which mixing of metal center with ligand states is pronounced.
Provided with electronically well-defined MV systems that permit accurate optical
analysis, the Hab values determined from the CNS model are in good agreement
with the data from the Mulliken–Hush expression [68]. For weakly coupled
[{RuII(NH3)5}(μ-4,4′-bpy){RuIII(NH3)5}]5+, Hab = 900 cm−1 is comparable with
HMM

′ = 800 cm−1 [25]. In the Mo2–BL–Mo2 mixed-valence systems, similar HMM
′

and Hab values were found [63, 126].
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1.7 Conclusion and Outlook

Mixed-valence chemistry was considered to be a ramification of inorganic chemistry
half century ago when it was first introduced. Now, it expands into a huge body of
molecular systems with the redox centers involving inorganic, organometallic, and
pure organic units or groups linked by diverse chemical moieties. Research endeavor
of decades has validated and resolved, to a large extent, the fundamental issues of
mixed valency, typically, the physical origin of coloration of MV compounds, classifi-
cation of MV classes, transition between the classes and ET energetics and kinetics,
based on the semiclassical two-state and vibronic theories. However, these issues
in MV chemistry concern electronic and nuclear degrees of freedom and the inter-
play between them, spreading far beyond the redox and spectroscopic properties
presented by these molecules, but nearly every aspect of molecular science. Partic-
ularly, MV compounds, with the molecules in form of D–B–A as the prototype of
study, are the excellent experimental models for which conventional spectral meth-
ods can be used advantageously to probe the electronic states and to monitor the
vibronic dynamics. In this context, the wealth of knowledge of MV compounds has
deepened our understanding of chemistry in general, and in particular, contributed
to validation and refinement of the electron transfer theories.

Because of the broad interest and the specific concerns on electron transfer, MV
chemistry will continue to serve an interplaying platform for both experimental and
theoretical chemists who devote to gain new knowledge in this field. Given the con-
trollable optical, electronic, and magnetic properties and great diversity in molecu-
lar assembly, MV compounds bear a great treasure of application potentials in the
area of molecular optoelectronic and/or optomagnetic materials and devices. This
should keep driving the study toward rational design and synthesis/fabrication of
the functional molecular components and better microscopic understanding of the
chemical principles. Elucidation of the functionalities of enzyme cofactors contain-
ing multiple metal centers in biological systems is the additional impetus of MV
chemistry, which is helpful to development of biomimetic catalysts for solar energy
conversion.
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