
VII

Contents

Preface XIII

1 Review of probability concepts 1
1.1 Random Variables 1
1.2 Average Values, Moments 6
1.3 Some Important Probability Distributions with a Given Name 6
1.3.1 Bernoulli Distribution 6
1.3.2 Binomial Distribution 7
1.3.3 Geometric Distribution 8
1.3.4 Uniform Distribution 8
1.3.5 Poisson Distribution 10
1.3.6 Exponential Distribution 11
1.3.7 Gaussian Distribution 12
1.3.8 Gamma Distribution 13
1.3.9 Chi and Chi-Square Distributions 14
1.4 Successions of Random Variables 16
1.5 Jointly Gaussian Random Variables 18
1.6 Interpretation of the Variance: Statistical Errors 20
1.7 Sums of Random Variables 22
1.8 Conditional Probabilities 23
1.9 Markov Chains 26

Further Reading and References 28
Exercises 29

2 Monte Carlo Integration 31
2.1 Hit and Miss 31
2.2 Uniform Sampling 34
2.3 General Sampling Methods 36
2.4 Generation of Nonuniform Random Numbers: Basic Concepts 37
2.5 Importance Sampling 50
2.6 Advantages of Monte Carlo Integration 56
2.7 Monte Carlo Importance Sampling for Sums 57
2.8 Efficiency of an Integration Method 60



VIII Contents

2.9 Final Remarks 61
Further Reading and References 62
Exercises 62

3 Generation of Nonuniform Random Numbers: Noncorrelated
Values 65

3.1 General Method 65
3.2 Change of Variables 67
3.3 Combination of Variables 72
3.3.1 A Rejection Method 74
3.4 Multidimensional Distributions 76
3.5 Gaussian Distribution 81
3.6 Rejection Methods 84

Further Reading and References 94
Exercises 94

4 Dynamical Methods 97
4.1 Rejection with Repetition: a Simple Case 97
4.2 Statistical Errors 100
4.3 Dynamical Methods 103
4.4 Metropolis et al. Algorithm 107
4.4.1 Gaussian Distribution 108
4.4.2 Poisson Distribution 110
4.5 Multidimensional Distributions 112
4.6 Heat-Bath Method 116
4.7 Tuning the Algorithms 117
4.7.1 Parameter Tuning 117
4.7.2 How Often? 118
4.7.3 Thermalization 119

Further Reading and References 121
Exercises 121

5 Applications to Statistical Mechanics 125
5.1 Introduction 125
5.2 Average Acceptance Probability 129
5.3 Interacting Particles 130
5.4 Ising Model 134
5.4.1 Metropolis Algorithm 137
5.4.2 Kawasaki Interpretation of the Ising Model 143
5.4.3 Heat-Bath Algorithm 146
5.5 Heisenberg Model 148
5.6 Lattice Φ4 Model 149
5.6.1 Monte Carlo Methods 152
5.7 Data Analysis: Problems around the Critical Region 155
5.7.1 Finite-Size Effects 157



Contents IX

5.7.2 Increase of Fluctuations 160
5.7.3 Critical Slowing Down 161
5.7.4 Thermalization 163

Further Reading and References 163
Exercises 163

6 Introduction to Stochastic Processes 167
6.1 Brownian Motion 167
6.2 Stochastic Processes 170
6.3 Stochastic Differential Equations 172
6.4 White Noise 174
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